
We are grateful to the two reviewers for their detailed and though�ul comments (Sebas�an 
Scher and the anonymous reviewer) and the community comments from Paul Pukite on our 
manuscript “Potential for Equation Discovery with AI in the Climate Sciences”. We do 
recognise the �me it takes to undertake reviewing tasks. 
 
We are pleased that, based on these reviewers, the ESD journal has asked us to propose 
how we will adjust and enhance the manuscript. Our suggested altera�ons are listed below, 
with the requests in black text and our replies in indented blue font. This document covers 
both reviewers' and the community's comments. 
 
Anonymous Reviewer #1 Verdict: Minor Revisions  
 
Overall, I find this submission to be a relevant contribu�on to the climate science 
community as it provides a comprehensive overview of ongoing research, outlines current 
road-blocks and specifically suggests promising approaches which were previously over-
looked or unknown in the field. Therefore, I highly suggest to improve upon the clarity and 
structure of the abstract, introduc�on and conclusion. This is necessary, as I find the 
importance of this contribu�on some�mes gets lost in overly long and disjunct paragraphs 
and sentences. While, I like the designated re-itera�on of the poten�al applica�on examples 
in the conclusions, I suggest to improve these by focussing on the discussed ways of using 
equa�on discovery in each applica�on.  My detailed review can be found in the supplement. 
 

We are grateful that the manuscript is regarded as relevant to climate science and 
offers promising approaches.  
 
The paper atempts to cover a lot of ground by combining current knowledge of 
equa�on discovery methods with three poten�al applica�ons. However, upon 
returning to the MS, we accept that the presenta�on can be improved in places 
describing such connec�ons. We will (1) �ghten all wordings in the Abstract and 
Introduc�on, (2) scan for long sentences and split them where appropriate, and (3) 
change the re-itera�on of examples in the Discussion and Conclusions. 
 
The major change is that we will replace most of the current Discussion reitera�on 
text with a new Figure 5 (please see below for the proposed new diagram), which 
clearly presents the dimensions of the discovered equa�ons. This diagram will 
provide more visual focus on how equa�on discovery fits in with the three scien�fic 
problems. 

 
SUMMARY: This interes�ng paper introduces the promising research field of AI-led equa�on 
discovery to climate science. The authors provide an extensive overview over previous and 
current sta�cal methods including machine learning based approaches in the field of climate 
science. As a remedy to the current issues such as transparency of most fully data-driven 
approaches and computa�onal limita�ons of physics-based numerical solu�ons, the authors 
suggest the applica�on of "equa�on discovery” algorithms. These AI-based algorithm enable 
equa�on genera�on for unknown dynamical system as well as for systems with limited 
dynamical informa�on. Focussing on symbolic regression methods and specifically the SINDy 
algorithm, the authors provide a comprehensive, understandable and detailed descrip�on of 



the procedure of equa�on discovery. Lastly, the examples of poten�al applica�ons, such as 
in atmospheric convec�on, carbon cycle parameters, and ocean feature modelling for 
assessing �pping point risks, further strengthen the author’s conclusion and outline 
promising research avenues.  
 

We are glad our MS is seen as interes�ng. The reviewer supports our view that AI 
may help determine the underpinning dynamical systems where current process 
knowledge and, thus, equa�on representa�on are limited or unknown. We are 
pleased the three examples from atmospheric, land, and oceans offer a variety of 
poten�al applica�ons. 

 
RESPONSE: Overall, I find this submission to be a relevant contribu�on to the climate science 
community as it provides a comprehensive overview of ongoing research, outlines current 
road-blocks and specifically suggests promising approaches which were previously over-
looked or unknown in the field. Therefore, I highly suggest to improve upon the clarity and 
structure of the abstract, introduc�on and conclusion. This is necessary, as I find the 
importance of this contribu�on some�mes gets lost in overly long and disjunct paragraphs 
and sentences. While, I like the designated re-itera�on of the poten�al applica�on examples 
in the conclusions, I suggest to improve these by focussing on the discussed ways of using 
equa�on discovery in each applica�on. I address my concerns in details below and discuss 
further individual remarks.  
 

As noted above, we will improve clarity throughout the paper, including altera�ons 
to long sentences. A major structural change will be replacing the sec�on where the 
three scien�fic applica�ons are re-iterated with a new Figure 5 (shown below). This 
diagram will place much more emphasis on the grid and dimensions of the actual 
equa�on discovery, allowing more specific details of the intended AI approach. This 
will leave text on the scien�fic drivers to be more focussed in the Sec�ons above the 
Discussion part.  

 
1. Relevance (Does the paper address relevant scientific questions within the scope of ESD?) 
This manuscript puts forward a new avenue of poten�al machine learning based earth 
system model (EMS) research, by sugges�ng AI-based equa�on discovery. Based on three 
highly relevant poten�al applica�on examples, the authors demonstrate the relevance and 
mo�vate the integra�on of the proposed research direc�on.  
 

Thank you. 
 
2. Novelty (Does the paper present novel concepts, ideas, tools, or data?) While the idea of 
equa�on discovery is an established sub-domain of machine learning and the discussed 
methods long-standing, their applica�on to earth system modelling is a novel idea, to the 
best of my knowledge.  
 

Thank you. 
3. Substan�al conclusions (Are substantial conclusions reached?) The authors clearly 
establish their conclusions regarding the capabili�es and poten�al of the AI-led equa�on 
discovery, throughout the manuscript  



 
Thank you. 

 
4. Clarity and Validity (Are the scientific methods and assumptions valid and clearly 
outlined?) While the manuscript does exhibit structural and literary weaknesses, the 
algorithms in sec�on 2.2 as well as poten�al applica�ons in Sec�on 3.3. are relayed in details 
and in an understandable manner. 
 

We accept the general cri�cism about presenta�on in the more “non-technical” parts 
of the paper. We will address those issues carefully. 

 
5. Support of the interpreta�ons and conclusions (Are the results sufficient to support the 
interpretations and conclusions?) The presented poten�al applica�ons sufficiently support 
and highlight the relevance of the presented methods for climate science and earth system 
modelling.  
 

Thank you. 
 
6. Traceability of results (Is the description of experiments and calculations sufficiently 
complete and precise to allow their reproduction by fellow scientists ?) As this paper aims to 
be more of a perspec�ves/review paper the authors do not present new experiments and 
therefore do not require exact reproducibility. 
 

Noted.  
 
7. Consistency of related work (Do the authors give proper credit to related work and clearly 
indicate their own new/original contribution?) The authors consistently provide necessary 
cita�ons and clearly establish the reviewed material as well as their own contribu�ons. 
 

Thank you. We hope the reference list gets a balance between issues of climate 
change and pointers to the newly emerging methods of “AI Equa�on Discovery”.  

 
8. Title (Does the title clearly reflect the contents of the paper?) The manuscript �tle fully 
aligns with the manuscript content.  
 
9. Abstract (Does the abstract provide a concise and complete summary?) The abstract 
provides a full summary of the manuscript content. However, I highly recommend to 
improve structure and overall wri�ng, as it is hard to read and difficult to follow, which does 
not reflect the relevance and value of this submission. 
 

We intend to rewrite the Abstract and Introduc�on into a much more focused, 
slightly shorter format. We will shorten sentences and recheck the logic flows clearly 
as we build up to the more technical details in the core of the manuscript.  

 
10. Structure and Clarity (Is the overall presentation well structured and clear?) While I 
enjoyed the explanatory figures and graphs, especially introduc�on and discussion should be 
improved to further strengthen the value of this manuscript. Overly long sentences 



alongside some�mes disjunct paragraphs and sentences make these sec�ons hard to follow. 
Excep�ons are Sec�on 2.2, 3.1, and 3.2 which, while long were easy to read.  
 

Please see the response directly above (point 9) and our new Figure 5 (below). We 
propose that this new figure replaces most of the repe��on of the scien�fic 
applica�ons in the Discussion, allowing a beter focus on the dimensions and 
prac�cality of the AI algorithm implementa�on. (Cap�on under diagram). 
 

 
Figure 5: Schema�c of the grid of discovered equa�ons. For our three illustra�ve examples, 
represented by different rows, the le�-hand side shows the mesh of the original data within which AI 
methods may discover underlying equa�ons. The right-hand side is the poten�al numerical mesh of 
such equa�ons. For atmospheric convec�on, the original data comprises very high-resolu�on 
simulated meteorological variables. Each variable is depicted as different 3-D blocks (ver�cally) and at 
different �mes (horizontally). Derived equa�ons characterising high-resolu�on convec�on would be 



embedded in exis�ng ESMs on coarser scales, as shown on the top right. Land carbon modelling has 
two stages. Ini�ally, at specific loca�ons of FLUXNET data (yellow marks), �meseries of variables 
related to land-atmosphere carbon exchange, such as Net Ecosystem Produc�vity (NEP) and 
meteorological varia�ons, would be used to derive �me-evolving ODEs. Computer vision methods 
then calibrate and extrapolate these equa�ons to all loca�ons using high-resolu�on Earth 
Observa�on, ready for placement in ESM land components. Large-scale oceanic circula�on modelling 
would first simply spa�ally average key depth-independent quan��es, T1, T2, Tsub, h1, h2 and τ, and 
equa�ons are then found that describe their evolu�on in �me, yielding a reduced complexity set of 
ODEs. Not all data would be used in the ini�al training exercise to determine governing equa�on sets. 
As with most AI methods, the remaining data would be used to test algorithms, which would 
determine the performance of the proposed equa�ons. Hence, the arrow right-to-le� at the botom 
of the diagram. In some instances, there may be repeated cycles around these arrows, with 
alterna�ve sets of equa�ons derived for considera�on and appropriate methods selected to compare 
them (e.g. the Akaike Informa�on Criterion, AIC, sta�s�cs). 

 
 
11. Language (Is the language fluent and precise?) I do have some concerns regarding the 
clarity of the paper (see previous point). 
 

Please see above.  
 
12. Math (Are mathematical formulae, symbols, abbreviations, and units correctly defined 
and used?) In Sec�on 2.2 and Sec�on 3.3, most mathema�cal expression are well-defined 
and explained. I only have minor concerns, which I detailed below. 
 

The technical points you raise below are noted and will be corrected for.  
 
13. Possible Reduc�on (Should any parts of the paper (text, formulae, figures, tables) be 
clarified, reduced, combined, or eliminated?) The manuscript would profit from a more 
precise and reduced sec�on 2.1. (Background), discussion and introduc�on. In addi�on 
these parts should also be rewriten to improve clarity and readability, which currently 
hampers the value of this interes�ng contribu�on.  
 

We will sharpen (and shorten) the background Sec�on 2.1, and the Introduc�on. 
New Figure 5 will replace much of the text in the Discussion and Conclusions. 

 
14. Number and quality of references (Are the number and quality of references 
appropriate?) The authors clearly cite all relevant works and choose relevant works out of 
the respec�ve fields. However, while SINDy and symbolic regression is a well-renowned, the 
field of equa�on discovery also extends to more novel and promising algorithms, e.g., neural 
operators (Lu et al. 2021, Cao et al. 2023) 
 

We will cite these addi�onal references in Sec�on 2.1 (and Sec�on 2.2).  
 
15. Supplement (Is the amount and quality of supplementary material appropriate?) I find 
this paper to be fully self-contained and therefore see no need for supplementary material.  
 
MINOR CONCERNS:  
 



1. Disjunct sentences: I find some sentences to be very hard to read, e.g. (p. 21 l. 8-10) “First, 
to calibrate…” T 
 
TECHNICAL CORRECTIONS:  
 
1. Sec. 2.2: Please clarify the dimensionality of ξ (l. 6 p.8) is it the same as ξ_2. In addi�on I 
think a further specifica�on of y might be helpful (l.7 p.8), since apparently y = Θξ?  
 

Yes, we will correct for this, and as suggested. 
 
2. Sec. 3.3: Please add defini�on/descrip�ons of β and Tr0, since they appear to not be 
defined.  
 

We will add these defini�ons and sorry for their current omission. 
 
3. L. 13-15, p. 12: “A major concern…” -> This sentence is not understandable please check 
the sentence structure. Cao, Qianying, Somdata Goswami, and George Em Karniadakis. 
"LNO: Laplace neural operator for solving differen�al equa�ons." arXiv preprint 
arXiv:2303.10528 (2023). Lu, Lu, et al. "Learning nonlinear operators via DeepONet based on 
the universal approxima�on theorem of operators." Nature machine intelligence 3.3 (2021): 
218-229. 
 

Apologies, typos entered here during the final edits. These will be resolved. 
 
 
Sebas�an Scher, Reviewer #2 
 
Overall: 
 
The topic of the paper is �mely and highly interes�ng, and the ideas presented in the paper 
are definitely worth publishing. The introduc�on part and the method part are well writen 
and give a good overview. The main issue I see with the paper in its current form is that 
while the inten�on of the paper is obviously to provide ideas for AI solu�ons, most of the 
example part (part 3) of the paper discusses exis�ng solu�ons or problem se�ngs, without 
reference to poten�ally new solu�ons. For example, all three figures that describe the 
examples do not make any reference to any proposed new solu�ons. 
 
Having said that, the ideas are definitely there in the paper, but especially in part 3, they 
tend to drown in overly long discussions of the domains of the examples, instead on 
focusing on poten�al use of AI. 
 

First, we are pleased that the paper ideas “are definitely worth publishing”. 
Returning now to the manuscript, we understand the cri�cisms raised. Our proposed 
approach to offering clearer informa�on on how AI will support new solu�ons is via 
our new Figure 5 and related cap�on (please see the new diagram above). This will 
focus on the dimensions of any newly derived equa�ons and how they link to original 



data, shi�ing the emphasis more onto the methods than the specific physical 
problem.  
 
We plan to use the diagram to replace much of the text in Sec�on “Discussion and 
Conclusions,” where the three case studies are reiterated. We note that some of 
your requests are similar to those of Reviewer 1 and our addi�onal Community 
Comment. 

 
Therefore, while there is nothing fundamentally wrong or flawed with the paper in its 
current form, I would strongly encourage the authors to restructure especially part 3. Some 
ideas: 
 

• Make the text focus more on poten�al AI solu�ons 
 
• Replace the exis�ng figures – which have a lot of details on the domains – with 

conceptual figures. With this, readers would be at a single glance be able to spot 
your ideas 
 
We understand these two points, but we are slightly reluctant to replace the exis�ng 
figures. Many papers exist on AI techniques, including a growing (although s�ll small) 
subset on equa�on discovery, that we cite. Our novelty is trying to relate the 
discovery method to poten�al applica�ons in the climate sciences, and we hope the 
exis�ng diagrams provide incen�ves and support for doing that. 
 
However, we have taken seriously the idea of a “conceptual figure” that captures all 
ideas at a “single glance.” This is our new Figure 5 (see above, response to the first 
reviewer), where the emphasis is on the grid specifica�on of any newly derived 
equa�ons.  

  
Other comments 
 
it might be worthy to briefly men�on explainable AI as well, and what differen�ates 
equa�on discovery from it. 
 

We will make sure a sentence to this effect is added in the Introduc�on. 
 
p.5 maybe men�on weather clustering, which is widely used 
 

Thank you. Yes, this would be useful as an addi�onal example. We shall men�on it, 
along with a related cita�on, to illustrate where AI has provided extra understanding. 
 

part 3.1: it is a bit unclear to what the task of an AI part would be in detail. There is in my 
opinion too much detail of the physics around it, and too litle detail on how to solve the 
problems using equa�on discovery. E.g., instead of fig.2, which shows a lot of details on a 
convec�ve storm (something that is actually not the topic of this paper), I think it would be 
more beneficial to have a conceptual graphic showing how to use equa�on discovery in this 
context. 



 
As noted above, we respec�ully request the reten�on of the process-based 
diagrams. By directly illustra�ng a set of climate-related problems that s�ll have 
uncertainty, we hope to generate enthusiasm that equa�on discovery methods may 
reveal equa�on sets that capture process behaviour. However, we do agree that the 
paper needs to circle back to specific details of AI methods. The request here is for a 
conceptual graphic, and this has strong similari�es to the request of our first 
reviewer. We hope that our new Figure 5 (see above) goes some way towards 
answering these requests. 

 
3.2: same as for the first example: a conceptual figure on what is actually atempted would 
be very valuable. 
 

Please see the comments above. 
 
p.15 L5-6: ” ML-derived spa�al aggrega�on is a form of technique known as computer 
vision”. Computer vision is a very broad field, so this sentence is incorrect. I also do not 
understand what you exactly mean here with “ML-derived”.  Again, less focus on the state of 
the field (here carbon cycle modeling) and more focus on the actual AI ideas would be 
beter. 
 

We will �ghten the wording. We will point to specific poten�al methods of 
extrapola�ng (from single-point equa�ons found by comparison against FLUXNET 
data) to climate model grid box scale and with EO methods. 

  
3.3 in this sec�on, even more than in 3.1 and 3.2, there is too much focus on exis�ng 
methods and models, and the ideas using AI get lost in it. For example, I do not see the need 
of the detailed discussion, including equa�ons, of the simple ENSO model. 
  

We will shorten this part, but we believe that seeing a contemporary set of equa�ons 
for one of the proposed applica�ons provides a real incen�ve to use other methods 
to test their validity. Here, the ques�on is: would “Equa�on Discovery” find similar 
equa�on sets and/or with similar parameters? We agree that the reasoning is not 
well writen at this point, and we will sharpen the text in the new version 
accordingly. 

 
p.15 L 22-23 “However, the large computa�onal �me of such simula�ons maintains interest 
in faster summary models, mainly in the form of coupled Ordinary Differen�al Equa�ons 
(ODEs).” This should be reformulated, as it is a bit confusing, since also the high resolu�on 
ESMs are based on coupled ODEs. 
 

Agreed. This is a defini�onal point we need to make clearer. 
  
p.22 L3: the word “threat” seems an odd choice here. 
 

We will change the use of this word. 
  



In the paper, it is men�oned a couple of �mes (e.g. p21 L26) that it is unclear whether AI-
developed models, because of their sta�s�cal nature, can extrapolate beyond current 
forcings. In our paper on Lorenz models, we showed – albeit in a highly simplified se�ng – 
that AI models indeed can to some extent learn the influence of external forcing and 
extrapolate it (htps://npg.copernicus.org/ar�cles/26/381/2019/npg-26-381-2019.html). 
This does of course not necessarily generalize to more complex models, but it might be 
worth men�oning. 
 

This is a key paper, and we are sorry that we did not cite it in the original submission. 
We will reference this paper in the new manuscript version. 

  
General style: 
 
Abbrevia�ons: this is clearly a mater of personal taste, but considering the interdisciplinary 
nature of this paper, I would suggest to reduce the use of abbrevia�ons. For example, TP 
(Tipping Points) is an abbrevia�on that many readers might not be familiar with, and it is 
anyway used used only a couple of �mes. Therefore, it would make the paper easier to read 
if it simply spelled out every single �me (when I encountered it in the conclusion sec�on, it 
took me some �me to remember it meant �pping point even though it was men�oned in 
the introduc�on). 
 

We will revisit all acronyms, and if they are only used a small number of �mes a�er 
the original defini�on, then we avoid their usage. 

 
Cita�on: htps://doi.org/10.5194/esd-2024-30-RC2 
 
Paul Pukite, Community Comment 
 
The paper "Poten�al for Equa�on Discovery with AI in the Climate Sciences" is a vital 
discussion topic for advancing climate research. It's clear that there are infinitely many more 
non-linear formula�ons than the linear set of possibili�es that humans are comfortable with 
solving. Fluid dynamics a la Navier-Stokes by itself contains many non-linear elements that 
have not been completely explored due to a lack of ability to solve in a closed form. The 
paper suggests an important possible constraint to apply: "For physical systems involving 
fluid flows where the underlying equations are known to be energy preserving, although also 
nonlinear".  
 

Thank you for the addi�onal comment. We are pleased that you find the paper a 
“vital discussion topic”. 

 
And that's where ar�ficial neural networks and symbolic regression (i.e. equa�on discovery) 
comes into play. There are really few other alterna�ves outside of tedious human trial & 
error that are available to both (1) fully explore the combinatorial solu�on space and (2) 
incorporate numerical solvers to train the possible solu�ons to fit the available data using 
appropriate metrics for plausibility and precision. 
 

https://doi.org/10.5194/esd-2024-30-RC2


We are willing to highlight more that the proposed AI methods are likely to be 
par�cularly effec�ve in the presence of nonlinearity. This is allowed by neural 
networks, as suggested, but also by the inclusion of nonlinear terms in candidate 
components of any discovered equa�ons.  

 
The paper as is falls short on two fronts, one of which the authors' themselves highlight. The 
first can be remedied by ci�ng the importance of cross-valida�on (CV) strategies. The 
success of machine learning is in part due to how CV can separate the wheat from the chaff 
in poten�al solu�ons. Yet, nowhere in the text is cross-valida�on men�oned, and this is a 
vital part of equa�on discovery, as an op�mal CV algorithm+metric is necessary to isolate 
candidate solu�ons along a Pareto front of complexity (1/plausibility) vs precision. Neural 
networks can fit just about any curve, so CV approaches to equa�on discovery help to 
eliminate those that are the result of over-fi�ng. Suggest Ref [1] as a cita�on star�ng point.  
 

We take this first point seriously, recognising that although obvious, there needs to 
be a re-itera�on that all AI methods require data to be split into training, with the 
remaining part available for tes�ng. This split is just as important for tes�ng any AI-
derived equa�on set. It was a mistake of ours that this was not made clearer. We also 
illustrate this with the feedback loop (right-to-le�) at the botom of the new 
proposed Figure 5 (see above).  

 
The second front is based on the authors' statement "It is relatively easy to set aspirations 
for implementing AI methods in climate science, rather than performing the analysis itself". I 
read this as a call to just do it instead of dreaming it, or as the thespian philosopher 
Christopher Walken said: "If you want to learn how to build a house, then build a house. 
Don't ask anybody. Just build a house." The paper suggested "We discuss the potential 
application of AI-led equation discovery to three Earth system components. In each example, 
there is presently a deficiency in understanding, causing uncertainty in the representation of 
processes by equations. Each application falls into one of three categories. "  
 

We generally agree with this sen�ment. However, there is also a �me and place for 
more “Perspec�ve” papers that set out new avenues or show how combining 
disciplines may lead to advances. 

 
Instead, I would recommend three Earth system components to evaluate: solid body, 
atmosphere (gas fluid), and ocean (liquid fluid). In our text Mathema�cal Geoenergy, P. 
Pukite, D. Coyne, D. Challou (Wiley/AGU, 2019), we describe novel equa�on-based models 
for the Earth's Chandler wobble (solid body), QBO (atmosphere),and ENSO (ocean). The 
original nonlinear models were derived from simplifying Euler equa�ons of mo�on for the 
Chandler wobble, and Laplace's Tidal Equa�ons, which are simplified Navier-Stokes, for QBO 
and ENSO. We atain excellent agreement against observa�ons in each case, and this 
extends to other climate indices such as AMO and PDO. See Figures 1..X at the end of this 
review. 
 

We will review your paper and likely cite it. We are aware of deriving simplified 
equa�on sets with tradi�onal methods (e.g. nondimensionalisa�on). In 
circumstances where such simplified models already exist, equa�on discovery may 



provide addi�onal verifica�on that they have the most predic�ve capability. We can 
consider making that point around the climate examples you give here. Thank you 
for the sugges�on. 

 
Over the past few years, I have tried various machine learning approaches including neural 
networks and symbolic regression to observe if they would "discover" the same equa�on 
solu�ons I had formulated and applied. First, it's clear that neural networks can't do the job 
as they train only on their own data-set as supplied, and so won't automa�cally pull in all 
the �dal �me-series data available. This is the closed-world assump�on (CWA) problem well-
known in AI circles for years, see Ref [2]. Neural networks will fit the data, but it's all based 
on dreaming up paterns from the data instead of tracing it back to a non-linear modula�on 
from an external forcing. Alas, that external data set doesn't exist in the training data, so it 
gets ignored.  
 

We note this concern with the use of neural network methods. 
 
The symbolic regression/equa�on discovery approaches do an arguably beter job. Although 
they also suffer from the CWA problem, they can make up for it by crea�ng symbolic 
expressions from their library of primi�ve mathema�cal operators to draw from, such as 
crea�ng a �dal forcing from (1) the �me base, (2) arbitrary constants, and (3) sinusoidal 
primi�ves such as sin() and cos(). So, in terms of results, the frequencies from �dal factors 
do emerge in a symbolic regression fit to QBO, yet they are not directly harmonically-related 
due to the intrinsic non-linearity of the equa�on solu�ons! Thus, they may easily get 
overlooked when the symbolic regression results are deconstructed, as it also requires 
knowledge of nonlinear signal processing concepts such as aliasing and side-banding. That's 
what I have found straigh�orwardly in the Chandler wobble and QBO results, and with more 
of a challenge in the oceanic indices such as ENSO. The symbolic regression tools that I have 
evaluated include Eureqa, PySR, and TuringBot, Ref [3].  
 

Again, we will look at these examples and the associated references. An implicit point 
that the reviewer makes here is to be aware that equa�ons discovered may only be 
valid for par�cular �me scales or length scales (or inadvertently bring in effects not 
actually present in the physical system). A knowledge of signal processing effects can 
act as a warning to this and can guide parameters set in discovery algorithms such as 
PySINDy. We will note this. 

 
And this reflects back on the importance of cross-valida�on approaches and the selec�on of 
correla�on metrics, including those that have proved valuable in machine learning in the 
context of noise and uncertainty, such as dynamic �me warping - Ref [4] and complexity-
invariance distance - Ref [5]. The results of symbolic regression depend on the best metric 
for the data, as some may prove too s�ff to emerge from a local op�ma.  
 

We will certainly emphasise the importance of keeping back a substan�al frac�on of 
data for test purposes. This can include tes�ng whether derived equa�ons are too 
s�ff (or indeed the opposite, of too influenced by noise-related variability). 

 



I agree with the paper that the focus on sta�s�cal machine learning to model climate 
varia�on is misguided, as it is more evident that large scale behaviors that are the result of 
collec�ve determinis�c ac�ons describe beter the standing wave models of ENSO and QBO. 
These will show the detail and variety in waveforms captured by wave equa�ons, not the 
smeared responses captured by sta�s�cal ensembles.  
 

Yes! Our main mo�va�on is that process-based equa�ons govern the climate system, 
and in some instances, they remain unknown. Using the specific branch of AI that is 
“Equa�on Discovery”, the hope is to bring an AI method to help, and one that is 
beyond only sta�s�cal representa�on. 

 
Moreover (and finally), it is difficult to get a new paradigm accepted in geophysics fields such 
as climate science unless the results are beyond reproach. The complete lack of controlled 
experiments to test novel equa�on-based models means that claims of excellent agreement 
are dealt with suspicion. It is costly in terms of money and �me to wait years for predic�ve 
models to come true, so the hope is that cross-valida�on results can conclusively 
demonstrate a new equa�on formula�on has merit.  
 

Yes, again, although we would only ever suggest adop�ng a par�cular equa�on set 
a�er extensive comparison against independent test data (“controlled experiments”) 
we realise we have not made that point clear in the text. This omission will be 
corrected in any revised paper version. 
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For brevity, we have not repeated the diagrams presented in the Community 
Comment (please see online).  
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