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Authors' response to review of "Northern high-latitude permafrost and terrestrial carbon 
response to solar geoengineering" by Chen et al. 
 

We thank your constructive comments, which help us clarify and greatly improve the 
manuscript. In the following, comments from the referees are in black, our responses are in blue. 
 
Referee #1 
 

The authors used a suit of models to explore the potential impact of solar engineering on 
permafrost carbon dynamics. They mainly found that the permafrost carbon feedback will be greatly 
inhibited in the scenario of solar engineering, and the permafrost ecosystems remains a carbon sink 
and the solar engineering will delay the transition of ecosystem carbon cycle from sink to source. 

 
First, the historical simulations have a large deviation from the observed permafrost in terms 

of area and active layer thickness. The model evaluation needs to be performed in a great detail. 
Such model deficiency could definitely introduce significant biases into our understanding of the 
solar engineering impact on the permafrost dynamics. Whether these biases would undermine the 
main results and conclusions are yet to be determined. The authors should explore the model biases 
and their potential sources, and discuss the potential impact of these biases on the results. Such 
model biases would also be present in the simulated terrestrial carbon components such as NPP and 
ecosystem respiration. 
  
 Thanks for your comments. We have taken great care to analyze the model results, and have 
added a completely new group of land-only simulations with a state-of-the-art land surface model 
to examine the responses of northern high-latitude permafrost and terrestrial carbon, the results of 
land-only simulations are compared with that of the full-coupled earth system models (ESMs) 
simulations. Both groups of experiments support the following conclusions: (1) two solar 
geoengineering scenarios (G6solar and G6sulfur) can delay the northern high-latitude permafrost 
degradation under ssp585 but can not restore it from the ssp585 to ssp245 levels, (2) G6solar and 
G6sulfur tend to produce deeper active layer than ssp245 and expose more thawed soil organic 
carbon (SOC) due to robust residual high-latitude warming, (3) the turnover times of SOC decline 
slower under G6solar and G6sulfur than ssp585 and faster than ssp245, (4) G6solar and G6sulfur 
preserve more SOC than ssp585 over the northern high-latitude permafrost region. Although two 
groups of simulations agree that G6solar and G6sulfur would preserve more SOC than ssp585 over 
the northern high-latitude permafrost region, the ESMs simulations project a SOC gain, whereas the 
land-only simulations project a SOC loss. The opposite SOC change projected by the two groups of 
simulations is ascribed to their differences in baseline soil carbon stocks over the permafrost region.  
 

We would like to answer your comments in more detail below, our reply includes two parts: 
 

(1) Biases in the ESMs simulated permafrost extent and SOC in the permafrost region 
and their causes 

In the full-coupled ESMs simulations, the soil temperatures derived permafrost extent ranges 
from 2.4 million km2 (IPSL-CM6A-LR) to 19.0 million km2 (CNRM-ESM2-1) during the period 
1960-1990, it is considerably different from the range (12.1-17.5 million km2) derived from the 
MAAT, and it is also different from the observational estimate (12.21 to 16.98 million km2, Zhang 
et al., 2000) for the same period. The baseline soil carbon stock in the permafrost region ranges 
from 48.5 Pg C (IPSL-CM6A-LR) to 847.3 Pg C (CESM2-WACCM), and the soil carbon stocks in 
four of five models are considerably smaller than the observational estimate for top 3 m soil of 
1091.3 Pg C according to the NCSCDv2 dataset. Several existing studies have evaluated the 
permafrost physics and soil carbon simulations of CMIP6 models in detail, such as Burke et al. 
(2020) and Varney et al. (2022). Both studies include the five ESMs (or their land components) used 
in this study.  

 
To aid the analysis in this study, we compared the near-surface air temperatures, soil 

temperatures at 2 m depth, winter and summer thermal offsets in the baseline period 1995-2014 to 
explain the insulating impacts of snow and surface litter on soil freezing and thawing (Figure R1). 
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The thermal offsets are diagnosed as the difference between soil temperature at 0.2 m depth and 
near-surface air temperature. The snow insulation simulated by the models depends on the number 
of snow layers and snow processes represented in its snow scheme as well. The deviation of 
simulated permafrost states from the observation can be ascribed mainly to the biases in the 
simulated near-surface air temperature, thermal offsets of snow and surface litter layers, and 
hydrothermal processes. All five ESMs adopt multi-layered snow schemes and consider the thermal 
effects of soil organic matter, but no explicit litter layer (Table 1 in the revised manuscript), the 
thermal insulation mainly comes from snowpack and soil organic matter. 

 

 
Figure R1. Climatological monthly near-surface air temperature biases, monthly soil temperatures at 2 m depth and 
thermal offsets of each ESM. Panel (a) shows the biases in the simulated temperature compared with the observation 
dataset from Climatic Research Unit gridded Time Series Version 4 (CRU Ts v4, Harris et al., 2020). Panel (b) shows 
the simulated climatological monthly soil temperatures at 2m depth. Panel (c) and (d) show the median values of 
thermal offsets vs mean annual air temperature (MAAT) in winter and summer. The thermal offset is calculated as 
the differences between soil temperature at 0.2 m depth and near-surface air temperature. Only grid cells where the 
winter mean near-surface air temperatures are between -25 and -15 oC during the baseline period 1995-2014 are 
shown. 

 
For UKESM1-0-LL, it tends to underestimate near-surface air temperature year-round (Figure 

R1a), but its recently added multilayered snow scheme produces a too large snow thermal insulation 
in winter (Figure R1b). In addition, UKSEM1-0-LL adopts a shallow soil depth of only 3 m with 
the node depth of bottom layer at 2 m. As a result, UKESM1-0-LL can not properly simulate soil 
temperatures in northern high-latitude and have ALT around 2 m irrespective of MAAT (Burke et 
al., 2020). IPSL-CM6A-LR and MPI-ESM1-2-LR show relatively smaller deviation in near-surface 
air temperature (Figure R1a), but two models simulate very different permafrost extents (2.4 and 
13.6 million km2 for the period 1960-1990) according to the soil temperatures. Both of them do not 
consider the latent heat of water-phase change (Burke et al., 2020) and have weak thermal insulation 
of top surface layer in summer (Figure R1d), these tend to have the ground thawed quickly in the 
summer. However, due to the compensation effects of snow thermal insulation, MPI-ESM1-2-LR 
simulates colder soil temperatures than IPSL-CM6A-LR (Figure R1b) and produces a much large 
permafrost extent because MPI-ESM1-2-LR has much weaker snow thermal insulation than IPSL-
CM6A-LR (Figure R1c).  

 
For the underestimated SOC in the northern permafrost region, the main cause is that most of 

CMIP6 ESMs lack of adequate representation of permafrost carbon cycle (Melnikova et al., 2020; 
Varney et al., 2022), such as vertically resolving SOC and cryoturbation mixing on vertical SOC 
transportation, which are important processes to accumulate permafrost carbon stock and further 
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affects the magnitude of cumulative carbon decomposition (Koven et al., 2009; 2010). As Burke et 
al. (2020) and Varney et al. (2022) have analyzed the related issues in details, we added a short 
explanation and brief discussion in the revised manuscript (L207-217 and L597-609). 

 
(2) Comparing the ESMs simulations with the anomaly forcing land model simulations 
To understand the impacts of the above ESMs biases on studying the response of northern high-

latitude permafrost region, we use the anomaly forcing method to drive the latest Community Land 
Model version 5 (CLM5) with near-surface climate change signals derived from each ESM's future 
scenario simulations. The anomaly forcing method can effectively capture the relative changes 
between scenarios in terms of near-surface climate fields required to drive an offline land model. 
This method has been used by the Permafrost Carbon Network model intercomparison project 
(McGuire et al., 2018). Comparing the results of the anomaly forcing CLM5 simulations and the 
ESMs simulations is helpful to understand the main sources of the uncertainties in the simulated 
responses of northern high-latitude permafrost and terrestrial carbon under solar geoengineering 
scenarios.  

 
The CLM5 is a state-of-the-art land surface model that includes substantial processes 

associated with permafrost simulation, such as canopy snow processes, cryoturbation, 
decomposition limitation for frozen soils, vertically resolved soil carbon content (Lawrence et al., 
2018). CLM5 can reasonably reproduce historical permafrost extent and soil carbon storage in 
northern high-latitude permafrost region (Lawrence et al., 2019). CLM5 offers a built-in function 
supporting the anomaly forcing method by applying precalculated future monthly anomaly signals 
to user-defined historical sub-daily reference forcing data (Lawrence et al., 2015). In the newly 
added experiments, monthly anomaly forcing datasets are created for each ESM's four future climate 
scenarios (G6solar, G6sulfur, ssp245 and ssp585) against their corresponding historical simulation 
during the period 2005-2014, including temperature, radiation, precipitation, pressure, wind, and 
specific humidity. CLM5 reconstructs new sub-daily forcing data by applying these precalculated 
monthly anomaly forcing on top of the 3-houly Global Soil Wetness Project forcing dataset 
(GSWP3, http://hydro.iis.u‐tokyo.ac.jp/GSWP3/), which is also used to drive CLM5 for its spin-up 
and historical simulation from 1850 to 2014 in this study. The pertinent contents under Section 2 
(Data and methods) have been updated in the revised manuscript (L127-145). 

 
In the CLM5 historical simulation driven by GSWP3 forcing dataset, the simulated permafrost 

area is 12.3 million km2 for the period 1960-1990, which is comparable to 12.21-16.98 million km2 
from observation (Zhang et al., 2000), and multi-model mean of 13.9 million km2 derived from the 
MAAT in this study. The simulated soil carbon storage in the northern high-latitude permafrost 
region is 1089.8 Pg C, a reasonable amount compared to the observational estimate of 1035 Pg C 
for the top 3 m soil (Hugelius et al., 2014). Furthermore, the CLM5 simulations can reproduce the 
residual warming at 2 m depth soil under G6solar and G6sulfur relative to ssp245 according to the 
ESMs simulations. In the baseline PF50% region over Northern Eurasia, the soil at 2 m depth shows 
0.2±0.3 and 0.8±0.8 oC residual warming in winter, 0.3±0.2 and 0.6±0.7 oC residual warming in 
summer, respectively under G6solar and G6sulfur relative to ssp245. The CLM5 simulations show 
similar residual warming at 2 m depth soil, with 0.2±0.3 and 0.7±0.7 oC in winter, 0.2±0.2 and 
0.6±0.5 oC in summer under G6solar and G6sulfur respectively with respect to ssp245.  

 
The spatial pattern of changes in ALT under G6solar and G6sulfur relative to ssp245 are similar 

for the CLM5 simulations and the ESMs simulations based on CESM2-WACCM, CNRM-ESM2-1 
and MPI-ESM1-2-LR. The other two ESMs were excluded in the ALT related analysis due to their 
too small permafrost extent (IPSL-CM6A-LR) or too shallow soil depth (UKESM1-0-LL). The 
estimation of SOC thaw based on CESM2-WACCM simulations is also similar to that from the 
CLM5 simulations and the pertinent conclusions remain unchanged. These results suggest that we 
can use the CLM5 simulated changes in ALT and SOC to better study how the northern high-latitude 
permafrost region would response under solar geoengineering scenarios. In light of this, we replaced 
the ALT related analysis based on CESM2-WACCM, CNRM-ESM2-1 and MPI-ESM1-2-LR with 
that from the CLM5 simulations. Please see the revised Figure 3, Figure 8 and main text at L260-
272 and L558-564.  
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We also compared the permafrost extent derived from the ESMs simulated MAAT and that 
derived from the CLM5 simulated soil temperatures. Our results show that the permafrost extent 
derived from the soil temperatures retreats a litter slower than the area of PF50% derived from the 
MAAT under G6solar, G6sulfur and the other two climate scenarios. Their differences in the 
permafrost retreating speed and remnant permafrost area are mainly due to their methodological 
differences in detecting existence of permafrost. The pertinent paragraph was added at L284-302. 

 
For the carbon fluxes and carbon storages, we added a new table (Table 2 in the revised 

manuscript) and revised Figure 4 to show changes in NPP, Rh, NEP, vegetation, soil and terrestrial 
carbon storages during the period 2080-2099 relative to the baseline period 1995-2014 in both the 
CLM5 simulations and the ESMs simulations. During the baseline period in the permafrost region, 
both CLM5 and ESMs simulate a slightly larger NPP (2.4 Pg C yr-1 for CLM5, 2.7±0.7 Pg C yr-1 
for ESMs) than Rh (2.2 Pg C yr-1 for CLM5, 2.5±0.6 Pg C yr-1 for ESMs). The more rapid growth 
in Rh than NPP in the CLM5 simulations leads to decreases in NEP. In contrast, the ESMs simulated 
growth in Rh is slower than NPP, and NEP increases. By the end of this century, the soil carbon 
storage in the northern high-latitude permafrost region decreases in the CLM5 simulations, while it 
increases in the ESM simulations. 

 
To explain the opposite changes in SOC between the ESMs simulations and the CLM5 

simulations, the spatial changes of SOC from the CLM5 simulations and the ESMs simulations are 
compared (Figure 6 in the revised manuscript). The CLM5 simulations project SOC loss mainly 
occurs over the northernmost part of permafrost region (Figure 6, right column), where soil 
respiration increases considerably and NEP becomes negative (Figure 6, middle column). Whereas 
the ESMs simulations project SOC gain in the northernmost part of permafrost region, as the soil 
carbon decomposition cannot offset increased soil carbon inputs due to enhanced vegetation carbon 
uptake. This suggest that the projected SOC change in the northern high-latitude permafrost region 
depends on the baseline SOC stock, as CLM5 simulates a realistic soil carbon storage in northern 
high-latitude permafrost region and it is much more than the ESMs simulations. Although the CLM5 
simulations and the ESMs simulations project opposite changes in SOC, however, both groups of 
simulations agree that soil carbon storages are higher under G6solar and G6sulfur than ssp585. The 
pertinent contents of the CLM5 simulations have been rephrased or supplemented in Section 3.3 
and 3.4. 

 
Table 2. Changes in NPP, Rh NEP, vegetation carbon, soil carbon, terrestrial carbon storages over the baseline 
permafrost region during the period 2080-2099 relative to the baseline period 1995-2014 for the anomaly forcing 
CLM5 simulations and the ESM simulations.  
 

 G6solar G6sulfur ssp245 ssp585 

NPP 
(Pg C yr-1) 

CLM5 1.9±0.3 1.7±0.4 1.5±0.2 2.5±0.3 

ESMs 2.0±1.0 1.9±1.0 1.5±0.4 2.5±0.8 

Rh 
(Pg C yr-1) 

CLM5 2.2±0.5 2.3±0.6 1.8±0.4 3.6±0.5 

ESMs 1.6±0.6 1.6±0.7 1.4±0.4 2.3±0.6 

NEP 
(Pg C yr-1) 

CLM5 -0.5±0.2 -0.6±0.2 -0.5±0.2 -1.2±0.3 

ESMs 0.3±0.4 0.2±0.4 0.1±0.1 0.2±0.4 

Vegetation C 
(Pg C) 

CLM5 9.3±0.9 9.1±1.3 7.7±0.7 11.5±0.8 

ESMs 15.7±5.8 15.2±5.4 13.5±4.6 18.7±6.2 

Soil C 
(Pg C) 

CLM5 -14.9±7.7 -19.1±7.4 -14.6±7.1 -31.4±9.3 

ESMs 17.7±18.0 16.4±16.7 13.6±12.8 13.0±18.0 

Terrestrial C 
(Pg C) 

CLM5 -5.5±6.8 -9.9±6.5 -6.5±6.6 -20.1±8.7 

ESMs 32.2±22.3 30.6±21.2 26.1±15.2 30.8±21.5 
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Figure 4. The multi-model mean changes of terrestrial carbon fluxes and carbon storages over the baseline permafrost 
region during the period 2015-2099 relative to the baseline period 1995-2014 under ssp245, ssp585, G6solar and 
G6sulfur. The left column shows changes in NPP (a), Rh (b) and NEP (c). The right column shows changes in 
vegetation (d), soil (e) and terrestrial (f) carbon storages. In each panel, bar charts denote one standard derivation 
from the multi-model mean averaged over the period 2080-2099, and the number above each bar denotes its 
magnitude. Solid lines and solid filled bars represent the anomaly forcing CLM5 simulations. Dashed lines and 
hatched bars represent the ESMs simulations. In panel (c), an 11-year running average is applied on NEP time series 
to filter its large inter-annual variation. 
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Figure 6. The multi-model mean changes in Rh (left column) and soil carbon storage (right column) averaged for 
the period 2080-2099 under ssp245, ssp585, G6solar and G6sulfur relative to the baseline period 1995-2014 over 
the baseline permafrost region in the anomaly forcing CLM5 simulations. The middle column shows NEP during 
the period 2080-2099. Hatched area indicates where the sign of the plotted field is same for the anomaly forcing 
CLM5 simulations and corresponding ESMs simulations in terms of multi-model mean. 
 
 

Second, I strongly disagree with the use of permafrost carbon throughout the manuscript. 
Almost all of the models did not really consider the permafrost carbon processes (freezing impact 
on decomposition, cryoturbation etc). Moreover, the models could even fail to capture the 
magnitude of permafrost carbon storage. The use of observation soil carbon data in this study did 
not consider the yedoma carbon pool, and the results presented here would therefore definitely 
mislead the readers. All of the expression related to permafrost carbon should be removed, since 
this is nothing to do with the real permafrost carbon dynamic processes. 
 
 Thanks for your comments. In the five ESMs used in this study, only the land component 
(CLM5) of CESM2-WACCM considers relatively sophisticated permafrost physical and 
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biogeochemical processes as noted in our reply above. Other models do fail to capture the magnitude 
of soil carbon storage in the northern permafrost region. This is the very reason that we have carried 
out new experiments by using the anomaly forcing CLM5 to capture the main uncertainties in 
projecting the responses of northern high-latitude permafrost and terrestrial carbon under solar 
geoengineering. 
 
 On the centennial time scale, the soil carbon in the top 3 m depth is the most vulnerable to 
microbial decomposition and it controls changes in permafrost soil organic carbon stocks. The 
deeper yedoma contains about 327-466 Pg C of soil carbon in the present permafrost region and 
approximately 32 Pg C of it is stored in the upper 3 m soil (Hugelius et al., 2014; Strauss et al., 
2017). The soil carbon in the yedoma deposits has not yet been throughly represented in any CMIP6 
ESM (Varney et al., 2022), and more in situ research might be required to better understand its 
physical and biogeochemical processes and potential impacts. To avoid misleading readers, we have 
revised the expression of "permafrost carbon" to "near-surface permafrost soil carbon" or “soil 
carbon in the permafrost region”. Thank you for pointing out this aspect. 
 
 
!  
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Referee #2 
 
General comment 

The authors studied how the permafrost extent and terrestrial carbon fluxes and pools are in 
response to two solar geoengineering scenarios, ssp245 and 585 scenarios based on CMIP6 
simulations. The topic is timely and fits the scope of the journal Earth System Dynamics. The paper 
is well structured and the results are well illustrated in the figures. However, the authors need to put 
more effort to explain how the difference in surface climate between solar geoengineering scenarios 
and ssp245 affects soil surface temperature, NPP, and ER. Vegetation response to climate forcing 
plays a major role here. It is strange that G6solar and G6sulfur have lower radiation or summer 
temperature than ssp245, but they still have higher NPP and ER. Also, snow duration and surface 
litter are important insulators for soil freezing and thawing. I suggest the authors should mention 
these aspects in their discussion. Finally, the authors should polish the language further and avoid 
some grammar mistakes. 
  
 Thank you for your constructive comments. We would like to respond to your questions in the 
general comment as follows: 
 
1. The authors need to put more effort to explain how the difference in surface climate between 

solar geoengineering scenarios and ssp245 affects soil surface temperature, NPP, and ER. 
Vegetation response to climate forcing plays a major role here. 

 
Thanks for your suggestions. High-latitude near-surface air temperatures are generally higher 

under G6solar and G6sulfur than ssp245, especially over Northern Eurasia (Visioni et al., 2021). 
The impacts of differences in near-surface air temperature on soil surface temperature depends on 
the thermal insulation of snow and litter layers. The five earth system models (ESMs) used in this 
study all adopt multi-layered snow schemes and consider the thermal effects of soil organic matter, 
but no explicit litter layer. The largest differences between near-surface air temperature and soil 
surface temperature occur in winter, when the snowpack creates strong thermal insulation. In the 
PF50% region, the differences in snow coverage and snow depth are statistically insignificant 
between G6solar and ssp245, while the snow depth under G6sulfur is slightly thicker than ssp245 
due to more snowfall in winter (Figure 1r). However, the averaged thermal offset (measured as soil 
temperature at 0.2 m depth minus near-surface air temperature) over the baseline permafrost region 
during the period 2080-2099 are 4.0±2.4, 3.9±2.3 and 4.1±2.4 oC for G6solar, G6sulfur and ssp245 
respectively, their differences are considerably smaller than the magnitude of residual winter 
warming in near-surface air (0.6±0.2 oC for G6solar, 2.1±0.8 oC for G6sulfur). As a result, the spatial 
patterns of residual warming in near-surface air and 0.2 m depth soil are similar (Figure 1e vs 1i, 1f 
vs 1j). In winter, the magnitude of residual warming in soil at 0.2 m depth (Figure 1i-j) is relatively 
smaller than near-surface air (Figure 1e-f) mostly due to thermal insulation of snow layers, and the 
residual warming attenuates further at 2 m depth soil (Figure 1m-n). In summer, the residual 
warming in near-surface air (Figure 1g-h) is less pronounced in both G6solar and G6sulfur than 
winter. However, the residual warming in soil at 2 m depth (Figure 1p) is more pronounced than 
near-surface air (Figure 1h) under G6sulfur. This is due to the profound residual winter warming in 
near-surface air affecting the summer soil at deep layers (Burn and Zhang, 2010). The above 
explanations have been added in Section 3.1 (L207-229). At the same time, the Figure 1 has been 
revised to better illustrate the spatial pattern of residual warming in near-surface air and its impacts 
to soil temperature from winter to summer. 

 
G6solar and G6sulfur have lower solar radiation and higher summer temperature, NPP and ER, 

compared to ssp245. By direct solar irradiance reduction and radiation reflection by stratospheric 
aerosol, the downward surface shortwave radiation under G6solar and G6sulfur is lower than 
ssp245. In contrast, both G6solar and G6sulfur have higher summer temperatures than ssp245, as 
decreasing insolation and increasing CO2 modifies the vertical profiles of atmospheric temperature 
and atmospheric energy transport. This is the main reason for the residual near‐surface warming at 
high latitudes under solar reduction geoengineering (Henry and Merlis, 2020). The multi-model 
mean near-surface air temperature under G6solar and G6sulfur is 0.4±0.1 and 0.6±0.6 oC higher 
than ssp245 on annual average. Moreover, as G6solar and G6sulfur share the same CO2 
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concentrations as ssp585, the stronger CO2 fertilization effects would facilitate vegetation growth 
and enhance NPP increasing more than ssp245. Therefore, the higher NPP under G6solar and 
G6sulfur in summer relative to ssp245 is ascribed to the warmer temperatures and higher CO2 
concentration. Larger ER under G6solar and G6sulfur not only comes from more active soil carbon 
decomposition under warmer summer temperatures but also from larger amounts of thawed soil 
carbon exposed to microbial activity. The pertinent explanation has been added or rephrased in the 
revised manuscript (L201-202, L330-332 and L340-341). 

 
Furthermore, the differences in NPP mirror more directly structural and parametric differences 

in land surface models adopted by the five ESMs, in particular the carbon assimilation scheme that 
depends on nutrient limitation. The models which represent land nitrogen cycle (CESM2-WACCM, 
MPI-ESM1-2-LR and UKESM1-0-LL) simulate similar NPP magnitudes (~ 3 Pg C yr-1) during the 
baseline period 1995-2014. Except for CNRM-ESM2-1, NPP increases similarly under G6solar, 
G6sulfur and ssp245 for the other four models (Figure R2), consistent with their comparable land 
carbon-concentration feedback parameters (Table A1 in Arora et al., 2020). Whereas for CNRM-
ESM2-1, NPP increases similarly under G6solar, G6sulfur and ssp585 (Figure R2c), probably due 
to its largest land carbon-concentration feedback parameter in the five ESMs (Table A1 in Arora et 
al., 2020). The pertinent content has been added in the revised manuscript (L451-463). 
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Figure 1. The multi-model mean changes of surface absorbed shortwave radiation (∆RN; a, b, c, d), near-surface air 
temperature (∆Tas; e, f, g, h), 0.2 m soil temperature (∆Tsoil_0.2m; i, j, k, l), 2 m soil temperature (∆Tsoil_2m; m, 
n, o, p) and precipitation (∆P; q, r, s, t) under G6solar and G6sulfur relative to ssp245 during the period 2080-2099 
over the baseline PF50% region. The left two columns show changes in winter (December, January, and February), 
the right two columns show changes in summer (June, July, and August). The hatched area in each panel indicates 
where less than 80% of the ESMs (four out of five) agree on the sign of changes. 
 

 
Figure R2. Changes in annual accumulated NPP (Pg C yr-1) for each ESM during the period 2015-2099 under ssp245, 
ssp585, G6solar and G6sulfur. To illustrate the differences between models, the same range of y-axis is applied for 
all panels. 
 
2. Also, snow duration and surface litter are important insulators for soil freezing and thawing. 

 
Thanks for your comment. This is clarified and improved in the discussion. Please see our 

replies (Biases in the ESMs simulated permafrost extent and SOC in the permafrost region and their 
causes) to the first general comment raised by the other referee.  

 
 
 
Specific comments 
1. Title: to be more specific, like "two solar geoengineering scenarios". 

 
Thanks. The title is revised to "Northern high-latitude permafrost and terrestrial carbon 

response to two solar geoengineering scenarios". 
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2. Line 18, reduce -> reduces. 
 
Thanks. Line 18 "reduce" is revised to "reduces". 

 
3. Line 18, "including" makes readers confused. 

 
Agree. We rephrased Line 18 to "Solar geoengineering is a means of mitigating temperature 

rise and reduces some of the associated climate impacts by increasing the planetary albedo, the 
permafrost thaw is expected to be moderated under slower temperature rise. " 
 
4. Line 20-23: I suggest the authors describe more clearly what four scenarios are. Are they two 

solar geoengineering scenarios based on the settings of ssp245 and ssp585 respectively? 
 
Thanks. Both G6solar and G6sulfur use ssp585 as the background scenario. They reduce the 

net anthropogenic radiative forcing from ssp585 to ssp245 levels by solar irradiance reduction 
(G6solar) and stratospheric sulfate aerosol injection (G6sulfur). We revised Line 20-23 to "two solar 
geoengineering scenarios (G6solar and G6sulfur) based on the high emission scenario (ssp585) 
restore the global temperature from the ssp585 levels to the moderate mitigation scenario (ssp245) 
levels via solar dimming and stratospheric aerosol injection." 
 
5. Line 25 to 30: to report results in a quantitative way. 

 
Thanks for your suggestion. We revised Line 25-30 to "G6solar and G6sulfur preserve 4.6±4.6 

and 3.4±4.8 Pg C (coupled ESMs simulations) or 16.4±4.7 and 12.3±7.9 Pg C (offline land surface 
model simulations) more SOC respectively than ssp585 over the northern high-latitude permafrost 
region. The turnover times of SOC decline slower under G6solar and G6sulfur than ssp585 and 
faster than ssp245. The permafrost carbon-climate feedback is expected to be weaker under solar 
geoengineering." 
 
6. Line 35: "driven by Arctic amplification", this sentence has a logical mistake. More rapid 

warming in the north than in the south actually means Arctic amplification. 
 
Thanks. Line 34-36 is revised to "In the past several decades, the northern high-latitude 

experienced greater warming than the lower latitudes, recognized as Arctic amplification, and this 
rapid warming trend is expected to continue in the future (Serreze and Barry, 2011; Biskaborn et al., 
2019). " 
 
7. Line 36: renders -> render. 

 
Thanks. Line 36 "renders" is revised to "render". 
 

8. Line 118: Is the G6sulfur run based on the setting of ssp585? 
 
Yes. The G6sulfur run is based on the setting of ssp585. We revised it to "G6sulfur is based on 

ssp585 as well, whereas reduces radiative forcing from ssp585 to ssp245 levels through 
stratospheric aerosol injection from 10°S to 10°N along a single longitude band (Kravitz et al., 
2015).". See L124-126 in the revised manuscript. 
 
9. Line 122: You need to give some arguments on why the baseline period uses 20 years but the 

future period uses 10 years. 
 
Thanks. The analysis for the future uses the last 20 years (2080-2099) of the model simulations. 

We have stated it in L153 under Section 2.2. 
 
10. Line 163 and 165: How did you linearly interpolate the soil temperature from the surface?  The 

permafrost model should be able to simulate multi-layer soil temperature. 
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Thank you for your question. Indeed, all the models used in this study have multi-layer soil 
temperatures, but the vertical discretization of the soil column is uneven amongst models, and soil 
temperature is only available at the discrete node depths. To derive ALT, we use piecewise linear 
interpolation to interpolate the monthly soil temperature data to 300 evenly spaced levels (each layer 
of 0.01m thickness), soil temperatures exceeding 0 oC is assumed as thawed, and the deepest thawed 
depth amongst the year is defined as ALT. For the evenly spaced levels located above the top soil 
node of model, their temperatures are assumed to be the same as the soil temperature at the top soil 
node. The pertinent content has been rephrased in the revised manuscript L180-182. 
 
11. I suggest the authors add a table or time series for permafrost areal extent, which is 

complementary to figure 2. 
 
Thank you for your suggestion, we have added the time series for permafrost areal extent in the 

revised Figure 2.  

 
Figure 2. Permafrost area and probability derived according to the observation-based MAAT-permafrost probability 
relationship (Chadburn et al., 2017). Panel (a) shows change of multi-model mean area of the PF50% region under 
ssp245, ssp585, G6solar and G6sulfur during the period 2015-2099. Panels (b-f) show multi-model mean permafrost 
probability (shading) and region (curves) for the last 20 years of each experiment. The black curve in (b) denotes 
the permafrost region defined by IPA permafrost map. The brown and purple curves denote the multi-model mean 
permafrost regions (permafrost probability ≥ 0.01) for historical and ssp245 simulations, respectively. The red and 
orange curves denote the multi-model mean permafrost regions where the permafrost probability ≥ 0.5 for historical 
and ssp245 simulations, respectively. 
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12. In Figure 3 and Figure 4, I think the authors need to explain why G6solar and G6sulfur have 
lower radiation and summer temperature but still higher NPP and RH, compared to ssp245. 
 
Thanks for your comments. G6solar and G6sulfur have higher summer temperatures than 

ssp245, as decreasing insolation and increasing CO2 modifies the vertical profiles of atmospheric 
temperature and atmospheric energy transport. The multi-model mean near-surface air temperature 
under G6solar and G6sulfur is 0.4±0.1 and 0.6±0.6 oC higher than ssp245 on annual average 
respectively. Moreover, as G6solar and G6sulfur share the same CO2 concentrations as ssp585, the 
stronger CO2 fertilization effect would facilitate vegetation growth and enhance NPP increasing 
more than ssp245. Therefore, the higher NPP under G6solar and G6sulfur relative to ssp245 is 
ascribed to the warmer temperatures and higher CO2 concentration. Larger RH under G6solar and 
G6sulfur not only comes from more active soil carbon decomposition under warmer summer 
temperatures but also from larger amounts of thawed soil carbon exposed to microbial activity. The 
pertinent content has been added in the revised manuscript (L201-202, L330-332 and L353-355).  

 
13. Figure 6. In the caption, "G6solar, G6sulfur, and ssp585" need to be reversed in their order. 

 
Thanks. The content of previous Figure 6 has been merged with Figure 4 in the revised 
manuscript to better illustrate the relationship between changes in carbon fluxes and carbon 
pools. Please see our reply to the next comment. 
 

14. You should present a figure of ensemble standard deviations from each scenario in the 
appendix. 
 
Thanks for your constructive suggestion. The revised Figure 4 shows the multi-model mean of 

terrestrial carbon fluxes and carbon stocks changes over the baseline permafrost region and their 
spreads (plotted as bar charts in each panel). To address the comments raised from the other referee, 
we conducted anomaly-forcing experiments using the latest Community Land Model version 5 
(CLM5). CLM5 can reasonably reproduce historical permafrost extent and soil carbon storage in 
the northern high-latitude permafrost region (Lawrence et al., 2019). Figure 4 shows both the results 
from the ESMs simulations and the CLM5 simulations. Please see our replies (Comparing the ESMs 
simulations with the anomaly forcing land model simulations) to the first general comment raised 
by the other referee. 

 
!  
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