
List of all relevant changes 

 

• Title: It was modified, according to Reviewer’s comments. 
• Section 1: The introduction was re-organized and expanded. 
• Section 2: 

o Sub-section 2.1: This section was changed to better justify the modelling approach. 
o Sub-section 2.2: A paragraph was added to justify the constraint of v≥0. 
o Sub-section 2.5: The justifications for the constraints related to the mid-Brühnes 

transition and equilibrium climate sensitivity were expanded. 
• Section 3:  

o In this version of the manuscript, the presentation of the empirical data sets and 
model calibration is performed within section 3. A paragraph justifying the utilization 
of correlation as optimisation target is now provided.  

o The set Valid is re-named Paleovalid, to highlight that only paleodata information is 
used to select the valid solutions belonging to the set. 

• Section 4: Figure 8 is added, to reflect the importance of the parameter K on the behaviour 
of the solutions under anthropogenic CO2 emission scenarios. 

• Section 5: In this version of the manuscript, this is a complete new section “Sensitivity of 
model results to the choice of constraints and parameters”. It includes Table 4 and Figure 10. 

• Section 6: This is now the “Summary and conclusions” section. New paragraphs have been 
added to remark the limitations of the study.  

• A table summarizing acronyms was included (Table 1)  

 

  



Point-by-point response to reviewer 1 

We thank the reviewer for the insightful and constructive comments. Please find below a point-by-point 
response, marked in blue. In order to address some of the reviewer’s questions and assess the robustness 
of the results to several criteria involved in the design of the model or parameter selection strategy, we 
performed a series of sensitivity experiments. The results from these experiments are briefly discussed 
here in response to specific comments and have been included in the revised manuscript. 

 

 

This manuscript presents possible scenarios for the Earth’s climate during the next million 
years. It brings interesting and new material to this rather overlooked and under-researched 
area. Overall, I am favourable to publication, but I have nevertheless several important 
comments that the authors should consider in a revised version of the manuscript. Most 
importantly, the whole exercise is based on shaky hypotheses: I am aware that there aren’t many 
alternatives, but it is all the more important to present and discuss them thoroughly. 

1 – Using Quaternary climate (and more precisely the last 800 kyr period) to calibrate a 
conceptual model to be applied to the future is certainly not the ideal choice since there are no 
very hot periods, but mostly glacial ones. The (partial or complete) melting of Greenland or 
Antarctica is therefore not considered, and the effect of high CO2 levels cannot be calibrated. 
In other words, the whole exercise is more an extrapolation than an interpolation. This is 
something known to be quite dangerous. I perfectly understand this choice, based on the 
availability of data, but it remains nonetheless not satisfactory. This should be stated much more 
clearly in the paper. 

We fully agree with the reviewer that the late Quaternary paleoclimate records alone are 
insufficient to develop and calibrate a semi-empirical model suitable for future simulations. 
This is why we used a hybrid approach, based on a combination of paleodata and model 
simulations. Namely, the description of natural climate variability (CO2 around or below 
preindustrial) is calibrated against paleodata while model behaviour in the greenhouse world is 
derived from the results of the physically-based CLIMBER-2 and cGENIE models. (The role 
of future Greenland and Antarctic mass loss will be discussed below). Thus, we believe we use 
a scientifically sound methodology which does not require any “extrapolation”.  

We directly addressed this topic in the revised version, see Sec. 2.1 and Sec. 3. 

2 – Our knowledge of the long-term carbon cycle and of the ultimate fate of fossil-fuel carbon 
is also very thin, shaky or uncertain. The manuscript uses model results (Lord et al. 2016; based 
on Lenton et al. 2006) that have unfortunately no “real world” tests. The imposed exponential 
decay of carbon is therefore based on the (mostly theoretical) idea that the carbon cycle is 
regulated uniquely through silicate weathering. This approach neglects many other important 
processes that are known to have played a critical role on these timescales in the past and even 
today, like organic matter burial or kerogen weathering. Again, I do not contest the value of 
using a simple hypothesis, but this should be explained and discussed. 

We agree with the reviewer that long-term (105-106 yrs) carbon cycle dynamics is poorly 
understood, primarily because of the lack of accurate empirical data. This is why we do not 
anticipate a significant breakthrough in this field in the near future. Since the issue of the the 
long-term future evolution of Earth system is now not only an academic one, but also of great 



practical importance, one cannot simply wait till all relevant problems will be resolved. In any 
case, the major uncertainties in the future Earth trajectories originate from the fundamentally 
unreducible uncertainties in the future human activity. This is why any future projections can 
represent only a tentative answer to the question of what can happen in the future under certain 
assumptions (this is also true for the “IPCC reports”).  

In the new version we include a more substantive description and discussion of the most 
important assumptions and their limitations. See in particular lines 724-740 the discussion and 
conclusions section.   

To summarize, sentences like “we produce a probabilistic forecast” (line 14 in the abstract) are 
not acceptable. This is obviously not a “forecast” but only a possible scenario, based on our 
very limited knowledge of the dynamics of geological transitions in the past. 

We are clearly not able today to “forecast” what the Anthropocene era will be, and this should 
be stated much more clearly. 

We used the term “forecast” in a very broad sense – under forecast we meant future simulations 
to distinguish them from past climate simulations (hindcast). Obviously, no one expects to make 
accurate climate forecast for million of years when it is not possible even for the next 100 years. 
But since the term “forecast” can cause confusion, in the revised manuscript we changed 
“forecast” to “possible future scenarios”. 

 

Other comments: 

3 – It appears that one of the most critical parameter, K, is not well constrained using the 
conceptual model or the chosen paleoclimatic dataset, as explained in §3.2. 

« Our results indicate that with the model derived in this study the possible values of the 
coefficient K range between -1279 and -31 W m-2, with a median of -393 W m-2 » 

Using results from an Emic model (CLIMBER-2, Ganopolski et al, 2016) the authors decided 
to select only a very small subset of solutions (“Accepted”) that are all in the tail of the 
distribution of “Valid” solutions as shown on Fig.2. This appears as a strong shift in the overall 
strategy and raises a few questions: 

First of all, as discussed above, using of CLIMBER-2 results (together with the cGENIE model) 
is an essential part of our modelling strategy, not a “shift”. After reading reviewers’ comments 
we realised that this misunderstanding likely arises from how we presented the methodology of 
model calibration. Our idea to present first all model realisations consistent with paleodata  
(“Valid” ensemble) and then to apply the additional constraint on the value of K based on 
CLIMBER-2 results was to demonstrate that paleodata alone are insufficient to calibrate the 
model intended for future projections. This is fully consistent with the first comment of the 
reviewer. Unfortunately, the reviewer interpreted the fact that most of model realisations which 
work for the past, have been then rejected by CLIMBER-2 constraint, as a problem of our 
method. In fact, our methodology works well: after applying all constraints we still have a 
sufficiently large ensemble of model realisations which successfully simulate past climate 
evolution and is consistent with the physically-based model. Thanks to this reviewer comment, 
we now understand how to explain our modelling strategy better.   



 

• How does the correlation to data vary across the histogram on Fig.2? Are the “Valid” 
solutions close to the 0.7 correlation limit and the center of the distribution farther away 
from this limit? 

Please see Fig. 1b below showing the requested information on the variability of 
correlation between ensemble members and paleo data, according to the parameter K. 
It is clear from this plot that the “Accepted” solutions correlations with paleo data are 
not statistically significant different from the rest of the solutions in the wider “Valid” 
ensemble, which reinforce the statement that past climate data alone are insufficient to 
calibrate the model designed for the future. 

 

Fig. 1 (based on Fig. 2 from manuscript): (a) Histogram for K (see Eq. (17)) across the 
different members of the Valid ensemble of solutions. Red bars correspond to the Accepted 

solutions. (b) Correlation between modelled and paleodata, for all the solutions in Valid 
averaged within the bins in the histogram shown in (a). 

• The Ganopolski et al (2016) insolation-CO2 threshold is also based on a parameter 
selection using a comparison to (basically) the same ice volume data. The problem is 
therefore not that the paleodata does not constrain well the K parameter but that the 
chosen conceptual model and the CLIMBER-2 model do not represent the role of CO2 
onto the dynamics of ice sheets in the same way. Why do the authors choose to trust one 
model against the other? And to adjust on model on the other? 

Here we must respectfully disagree with the reviewer. Fig.2 (based on Fig.3b from 
Ganopolski et al. (2016)) shows that paleodata do not provide any constrain on K value 
at all. Only one parameter (namely parameter β in the formula for the critical insolation–



CO2 relationship derived in Ganopolski et al. (2016)) is reasonably well constrained by 
the paleodata. Another parameter α which defines the slope of the curve (in our 
manuscript it is named K) is not constrained by paleodata at all (see Fig. 2). This is why, 
this parameter in the critical insolation–CO2 relationship is derived in Ganopolski et al. 
(2016) solely from the result of model simulations and it is fully determined by the 
physics of surface mass balance module of CLIMBER-2. 

Note, that in the simple model,  the value of K is defined by the combination of two 
parameters – b3 and b4 in the Equation (6): K=-b4/b3. At first glance, it may look 
strange that equally good simulations of the past can be obtained with model versions 
which have completely different combinations of the b3 and b4 parameters as shown in 
Fig. 1. In fact, this is not surprising because three values entering equation (6) – ice 
volume, CO2 and insolation – are closely related to each other and ice volume record 
alone is insufficient to accurately determine the role of each of the factors. As the result, 
we come to the conclusion that paleodata cannot constrain K but this value is of crucial 
importance for future simulations. This leaves us with no other option than to trust 
CLIMBER-2 value, the only source of information about this characteristic available at 
present. 

 

Fig. 2. The locations of previous glacial inceptions in the insolation– CO2 phase space. 
Any line (corresponding to K from 0 to minus infinity) passing though the blue domain 
is consistent with the paleodata. This is because glacial inception during the past 800 
kyr occurred under rather similar CO2 concentrations but very different orbital forcings.  



Reviewer asks “Why do the authors choose to trust one model against the other?” 
Because one model – CLIMBER-2 – is the Earth system model which simulates surface 
mass balance of ice sheet through the physically-based energy-balance approach. This 
model accounts for the effect of short-wave and long-wave radiation, sensible and latent 
heat fluxes, effects of snow aging and impurities on surface albedo of snow. To the 
contrary, the model developed for this study is just a simple, semi-empirical model 
based partly on CLIMBER-2 results, partly on paleodata. But since paleodata provide 
no constraint on K, how these two fundamentally different models can be treated 
equally?  

• More technically, how are inceptions defined in the conceptual model? 

In the conceptual model we define that full glacial conditions occur when the ice volume 
(v) reaches 0.5 in normalized units. If full glacial conditions are reached at a time T, 
then the corresponding glacial inception is defined as the first time before T in which 
v>0: 

𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝐺𝐺𝑖𝑖𝐺𝐺𝑖𝑖𝑖𝑖𝑖𝑖𝐺𝐺𝑖𝑖𝑖𝑖 = sup {𝑖𝑖 /   𝑖𝑖 < 𝑇𝑇 & 𝑣𝑣(𝑖𝑖) > 0 } 

We will clarified this definition in the revised text, see Equation (24). 

4 – Another strong limitation concerns the simple addition of “natural” and “anthropogenic” 
carbon, as presented line 182: 

« In addition, we assume that natural and anthropogenic CO2 anomalies can be simply summed 
up and that at the preindustrial time the global Carbon cycle was in equilibrium. This is, 
obviously, a very strong assumption since even a rather small imbalance in the global Carbon 
cycle which is impossible to detect at the millennial timescales can result in a very large “drift” 
of the Earth system from its preindustrial state at the million years timescale. » 

Indeed. This is actually why the anthropogenic CO2 decreases through a small imbalance 
between silicate weathering and carbonate preservation. The conceptual model assumes that 
there is NO natural dynamics in the carbon cycle besides glacial cycles. On Fig.8b the CO2 is 
just following the imposed decrease in the absence of (northern hemisphere) ice-sheets. But 
what about a possible role of Antarctica? What about some internal dynamics? And even on the 
calibration period (Fig.4b) the CO2 results are quite different from the data. In other words, the 
added value of a dynamic CO2 component in this conceptual model is not obvious. 

The reviewer here rises several different issues. 

1. Indeed it is unknown how close to the equilibrium the preindustrial state of the global carbon 
cycle is. This is why we consider our key assumption that it was an equilibrium state as a “strong 
assumption”. But, at the same time, this is not an unreasonable assumption. Based on all 
available reconstructions the CO2 concentration was not higher than 400 ppm 3 million years 
ago, then the average trend of CO2 concentration for the interglacial conditions is only 40 ppm 
per million years which does not represent significant problem for our approach.   

2. Our assumption is that during the next million years the CO2 concentration  is controlled by 
the removal of the anthropogenic pulse through solubility, weathering and the CO2 response to 
the glacial cycles through solubility, changes in biological pump, deep ocean ventilation, etc. 



ALL these processes are “natural”. Unfortunately, we do not know which other “natural 
processes” reviewer meant here.  

3. Concerning a “possible role of Antarctic”. In short, we do not expect it will play significant 
role. A more detailed discussion is given below. 

4. Indeed, the match of CO2 data is not as good as for the ice volume. (The average correlation 
between modelled and paleo data for CO2 is 0.5, considering the full period [-800 kyr, 0 kyr]). 
This is because we optimised model parameters for the best fit to ice volume, not to CO2. 

5. “added value of CO2 ... is not obvious”. This is a rather surprising statement. The model 
described in the manuscript is designed to simulate long-term response of the Earth system to 
anthropogenic CO2 emission. How the model can do this job if it does not include CO2 
concentration? It is of course possible to develop a one-equation model for the evolution of ice 
volume with the insolation as only external forcing (e.g. Paillard 1998) and obtain a good fit to 
paleo data. However, this type of models cannot account for the effect of a possible external 
CO2 input into the system and, therefore, is inadequate for our purposes.  

The inclusion of a dynamic CO2 within the model, in which the global ice volume, CO2 and 
temperatures evolutions have influence on each other allows us to evaluate the possible impact 
of fossil fuel CO2 emissions.        

5 – It seems to me that the 3 variables (v, CO2 and T) are almost identical (up to scaling) in the 
natural and in the no-anthropogenic cases. Are these 3 variables necessary at all to express the 
dynamics of the system? I believe only one variable could have produced almost the same 
results. 

In case of natural glacial cycles, the reviewers is perfectly right. Due to a rather high correlation 
between ice volume and CO2 during the last 800 kyr (-0.63), it is possible to assume that CO2 
is implicitly accounted for by ice volume and develop one-equation model. Paillard (1998) 
model is a good example of such approach. But in the case of Anthropocene, ice volume and 
CO2 are not correlated and a separate description of ice volume and CO2 is absolutely necessary, 
As far as the global temperature is concerned, this is indeed not a prognostic characteristic but 
rather a useful diagnostic.  

We included 1 sentence highlighting the potential usefulness of having temperature as a 
prognostic variable, see lines 90-91. 

Other comments: 

Line 86 : 

« the last 800 kyr (see below). This period was selected because it is dominated by the long 
glacial cycles which are expected to continue in the future » 

This is not the case with anthropogenic forcing… I would prefer the authors to acknowledge 
that this is the only period where we know both the ice-sheet and CO2 evolutions. Using another 
time period (much warmer) would be preferable for the next million-years. 

We assume (and the model confirms) that even with the anthropogenic forcing, at some time 
during the next million years, the natural glacial cycles will resume. This is why glacial cycles 



of the Late Quaternary are crucial to calibrate the model. The data from the warmer periods 
would be useful indeed but such data (accurate enough for this purposes) are unavailable. This 
is why we used modelling results instead. 

The reviewer is of course perfectly right that the last 800 kyr is the only period of time for 
which CO2 is accurately know. But, just by chance, this is also the duration of the period after 
the mid-Pleistocene transition when long asymmetric 100 kyr cycles began. Since we assume 
that these cycles will continue in the future after decline of anthropogenic CO2 anomaly, it is 
natural to use data from this period of time. We now clearly see the need to discuss this issue 
in the manuscript. 

The choice of the last 800 kyr period for model calibration was motivated by the Clark and 
Pollard “regolith hypothesis”. Given the long time-scales (millions of years) needed for regolith 
build-up we assume that it is unlikely that a regolith layer will be developed in the next 1 million 
years and, as a consequence, the last 800 kyr could be considered an adequate calibration 
choice.   

In the new manuscript version a discussion on the selection of the calibration paleodata is 
included, see Sec. 3.1. 

Line 99 : 

« This approach, obviously, is not applicable for a possible future Antarctic and Greenland 
melting under high CO2 concentrations. This is why we do not consider future sea level rise 
above the preindustrial level and it is required that v≥0 at any time» 

This appears a strong limitation of the study and it should be acknowledged as such in the 
abstract and in the conclusion. A discussion on how to lift this problem would also be 
appreciated. 

About Greenland and Antarctica: Greenland contribution (not more than 7 m in sea level 
equivalent) is minuscule compare to the magnitude of glacial-interglacial variability and there 
is no reason to expect that even a complete melt of the Greenland ice sheet could cause any 
troubles for our approach. Antarctic is a completely different issue: sea level rise by 55 meters 
will without doubts affect also climate in the Northern Hemisphere and the global carbon cycle. 
The problem is that we are not aware about modelling studies of this sort and the last time 
Antarctica was ice free was more than 30 million years ago. This is why we did not consider in 
our study scenarios which can lead to a complete deglaciation of Antarctica. According to the 
recent study by Garbe et al. (2020), significant Antarctic mass loss occurs only if global 
temperature anomaly stays above 8oC for a very long time. In our 3000 PgC scenario 
simulation, sustained global warming is only about 4oC. For 4oC global warming, Garbe et al. 
(2020) found only 6.5 m of Antarctic contribution to sea level rise which is only 10% of the 
maximum Antarctic contribution. We now see that this issue should be more explicitly 
discussed and we will make a “disclaimer” for potential users of our model that scenarios with 
cumulative CO2 emission above 3000 PgC are not recommended. We agree that this point was 
not clearly acknowledged in the text.  

In the revised manuscript version we stressed this limitation and provided a discussion. See 
Sec. 2.2. 

Line 151 : 



«  Namely, we assume that on the relevant timescales (103-105 yrs), the natural component of 
CO2 concentration is in equilibrium with external conditions and can be expressed through a 
linear combination of global temperature and global ice volume » 

This is probably why the “natural CO2” results are not so good (Fig.1b & 4b)…? They are 
mostly simple ”mirrors” to the ice-volume and temperature ones. 

We agree that the agreement could be better but this is what we were able to achieve (see above). 

Equa (7) : 

Change dT into a T ?  

Agreed and changed throughout the text. 

Line 227 

« We select a climate sensitivity equal to 3.9 C, which coincides with the multimodel mean in 
the Coupled Model Intercomparison Project 6 (CMIP6; Zelinka et al., 2020) » 

How sensitive are the results to this choice? This could be critical and should be discussed a bit 
more. 

To address this question, in the revised manuscript we provide a sub-section devoted to the 
investigation of the sensitivity of results (see Sec. 5). One such sensitivity experiment consists 
in re-doing the optimisation procedure but with a selected climate sensitivity of 3°C (that is 
modifying equation (10)).  

Line 240 : 

« First, we assume that for the recent interstadials and any future time, v cannot be negative. » 

See above comments: what about melting currently existing ice-sheets? 

Please see discussion above. 

Line 245 

« This is why we prescribe that before the MBT the minimum ice volume must be 0.05 in 
normalized units: » 

This seems a very ad-hoc assumption: I do not understand the reason for this adjustment, 
beyond providing artificially a better correlation. 

Indeed this is an ad-hoc constraint designed to account for the fact that, according to paleodata, 
interglacials before and after the MBT present were different. This fact cannot be explained by 
changes in orbital forcing and the cause of MBT remains debatable. Thus it is not possible to 
simulate equally good pre- and post-MBT glacial cycles. On the other hand, we did not want to 
restrict the training period to the last four glacial cycles only. This is the motivation for 
introducing of minimum ice volume prior to MBT. 



To address the reviewer’s concern, in the new version of the manuscript we also investigate the 
sensitivity of the results to this choice. In particular, we design a new experiment in which the 
whole optimisation process is repeated lifting the ad-hoc imposition related to MBT (that, is 
modifying equation (11) so that the minimum ice volume is 0 at all times). See Sec. 5.  

Line 258 : 

« the new glacial inception will not be met in the near future even in the absence of 
anthropogenic influence on climate. » 

Again, this seems a very ad-hoc constraint: the physical explanation is to be found in the 
insolation forcing, and the tuned models should provide this mostly as a result, not as an a priori 
constraint. 

The most important constraint is that the present state is the interglacial one (i.e. v=0 at t=0). 
This is an observational fact. The notion that the next glacial inception will not occur in the 
near future is based only on modelling results (Loutre and  Berger, 2003; Cochelin et al., 2006; 
Ganopolski et al. 2016). 

In order to assess the importance of this additional constraint, we repeat the optimisation 
process modifying the equation (14) so that it does not include the condition of no glacial 
inception in the next 20 kyr, we keep however the condition of no glacial inception at present. 
Without this constraint, the new Valid ensemble contains three solutions (out of 400 ensemble 
members) for which glacial inception occurs at some point between present and 20 kyr into the 
future. The main results remain largely unchanged. See Sec. 5. 

Line 266 : 

« corr(x,y) denotes the linear Person correlation » 

The correlation is not always the best metric, though it is simple to compute… Why only using 
the correlation with ice-volume data and not the two other paleoclimatic data? 

Naturally, there are many possible choices for the optimisation target function. We selected to 
optimise the correlation between modelled and paleo ice volume because our main objective is 
to simulate future glacials. To investigate the impact of this selection on our results, we perform 
a sensitivity experiment in which the whole optimisation process is repeated in order to 
maximise both the correlation between paleo and modelled ice volume and between paleo and 
modelled CO2. Results are shown in the new manuscript version, see Sec. 5. 

We note that we decide against including as a possible optimisation target the correlation 
between paleo and modelled temperature, because the temperature paleorecords have large 
uncertainties (as easily noticeable by the two paleorecords in Fig 1c).  

Change “Person” into “Pearson” 

Agreed and changed. 

Line 286 : 

« For the selection of solutions, no conditions are imposed on the goodness of fit » 



Well, it seems to me that Equation (16) is a condition on the goodness of fit! This also 
contradicts line 265: 

In fact the complete sentence is: “For the selection of solutions, no conditions are imposed on 
the goodness of fit between modelled and paleo CO2 or temperature”.  

« We wish to find P to maximize the optimization target function Cv » 

Probably the authors should clarify their language: they are only choosing parameters that 
satisfy all the constraints (including (16)): this is a feasibility problem, not an optimisation 
problem (though it is usually provided in optimisation packages). 

The optimisation problem does not include equation (16) as a constraint. Equation (16) only 
comes in the picture after all the optimisation searches have been performed, in order to select 
only those solutions that we deem as good quality.   

Why choosing correlation > 0.7 (or why selecting 353 parameter sets)? Is there a need to have 
a large enough parameter set with a large enough dispersion? Or does this relates to the 
parameter K problem (see above comment)? 

The selection of correlation higher than 0.7 is designed to single out only those solutions which 
reproduce the ice volume behaviour in the last 800 kyr reasonably well (considering also that 
the paleorecord used for this variable is of course not perfect). The number 0.7 was selected 
prior to any further analysis of ensemble size or dispersion across the possible K values. With 
this procedure we did not aim to produce as many model versions as possible. Rather, our 
intention was to have significantly diverse model versions. Table 2 shows that even after 
applying all constraints, each important free parameter (especially parameters bi) vary in a wide 
range. 

Line 293 : 

« For global mean surface temperature anomalies (with respect to preindustrial conditions) we 
use two reconstructions » 

Some discussion on the nature and on the accuracy of these proxies could be useful. In particular 
why using “ice-volume” as a preferred target? Overall, the temperature does not have any 
dynamic role in the model (it can be replaced by v and CO2). So why using it? 

We agree and in the new manuscript version we included a discussion on the nature and 
accuracy of the paleorecords utilised in the paper and subsequent selection of ice volume as 
preferred target, see Sec. 3.1 and Sec. 5.  

As expressed by equation (8) in the model the temperature variable is a combination between 
ice volume and logarithm of CO2 concentration and the reviewer is right, it can be eliminated 
from the model equations. However, our intention was not to minimize the number of equations 
but rather to make them more physically sensible and to show clearly which processes are 
modelled. It is a valuable part of the model, as we account for a direct impact of temperature 
on CO2 levels in equation (7). As mentioned in the text, temperature can affect CO2 levels in 
several ways: changes in the CO2 solubility in ocean water, changes in ocean circulation and 
ventilation rate of the deep water, changes in relative volume of different water masses and 



effects on metabolic rates of living organisms. In addition, global temperature is a very useful 
diagnostic which can become necessary in other potential applications of our model. 

Line 315 : 

« some solutions display an amplitude range significantly larger than the observed one, 
reaching the imposed lower limit of 150 ppm » 

Actually, not “some” solutions, but “most” or even “all” solutions. 

In fact, the exact number of solutions in the Valid ensemble that reach the imposed lower limit 
of 150 ppm is 179 (over a total of 353), i.e. ~50% of the solutions. We added 1 sentence 
clarifying this, see lines 387-389. 

Line 314-317: 

Correlations of 0.5 or 0.56 appear not very good to me. Why optimizing only the correlation 
with ice volume? 

To address this question an experiment was performed designing the optimisation problem to 
maximise a combination of correlation with ice volume and CO2. Results are shown in the 
revised manuscript, see Sec. 5.  

Line 327 : 

« In general, we conclude that the model has a satisfactory ability also when used in predictive 
mode and, thus, we confidently venture to utilize it as a tool for the forecast of the next 1 Myr 
climatic evolution. » 

This is overly optimistic : the climate system is very different in the anthropogenic case. The 
word “forecasting” is fully inappropriate: the system is obviously non-stationary and a 
“statistical forecast” has here no meaning at all. At best, you can call this a possible scenario.   

Along the revised manuscript we exchanged the word “forecast” for “scenarios”. 

Line 356 : 

« the relationship between critical and log(CO2) is not well constrained by paleoclimate data » 

See my comment above: Ganopolski et al (2016) was based on the same data, so the 
paleoclimate data CAN constrain the K parameter. But possibly the conceptual model does not 
capture well this threshold behaviour… 

Our simple model is designed in such a way that it has a stability diagram qualitatively similar 
to CLIMBER-2 where glacial inception represents a bifurcation transition from interglacial to 
glacial state (Calov and Ganopolski, 2005). But since, as we show above, paleodata cannot 
constrain K, we have to use CLIMBER-2 results to select finally only those model versions 
which are consistent with CLIMBER-2 in respect of K value. 

Please see comments done before. 



Line 383 : 

« The high positive temperature anomalies during some previous interglacials, however, are 
questionable. » 

There was no discussion on « data » in the manuscript, except this sentence... Why is it 
questionable ? This should certainly be explained a bit more. 

Because global surface air temperature is reconstructed based on a patchy information, usually 
from the ocean only. This is not the case for ice volume and CO2. 

We agree and in the revised version we discuss potential problems with the paleoclimate 
reconstructions used, see Sec. 3.1. 

Line 449 : lesss -> less 

Agreed and changed. 

Line 450 : 

« Most of the solutions agree that the planet will remain in a long interglacial state for the next 
50 kyr » 

Not « most » but « all » since it was built into the assumptions (something questionable, see 
above). I do not understand this statement: the contrary would be problematic. 

In fact the constraint imposed on the model was that no glacial inception should be possible in 
the next 20 kyr (not 50 kyr). In particular, there is one solution in which glacial inception starts 
at 20 kyr and full glacial conditions (i.e., ice volume >= 0.5 in normalized units) are reached by 
36 kyr. We added one sentence in the manuscript mentioning this case, see lines 553-556.  

Line 532 : 

« the past does not perfectly constraint the future evolution of the climate – ice sheets – Carbon 
cycle system. » 

In particular using only the last 800 ka Quaternary period. The main question is the choice of 
the time window used in the past. 

Of course, we meant here only the last 800 kyr. We made it clear in the new version. 
Unfortunately, we do not have reliable CO2 reconstructions for the “rest” of the past. 

Please see comments done before. 

Line 534 : 

« The selected model versions exhibit a large sensitivity to fossil-fuel CO2 releases » 

How does this relate to the K parameter choice (based on Climber results)? It seems to me that 
the “Valid” set is even more sensitive. This should certainly be discussed in much more details 
since it represents a large part of the manuscript. 



The parameter K is a measure of the sensitivity of the critical orbital forcing for glacial inception 
to atmospheric CO2 concentration. The higher K is, the more important CO2 is. This mean that 
for the same CO2 emission scenario, the effect of anthropogenic perturbation on glacial cycles 
will last longer. Since paleodata provide no constraint on the K value, some of “Valid” model 
versions have K an order of magnitude higher than reported in Ganopolski et al. (2016). With 
such high K, even a small CO2 emission scenario will prevent glacial cycles over the next 
million years. This is absolutely unrealistic. By using an additional constraint on the K value 
based on CLIMBER-2 results, we eliminated all model versions with K values too large (in 
absolute terms, since K is negative). The remaining (“Accepted”) ensemble has models with 
reasonable K values. Still, these model versions reveal a long-lasting effect of anthropogenic 
perturbation on future glacial cycles.  

In the revised version of the manuscript we clarified further the implications of the parameter 
K and exemplify the very different behaviours solutions with different K could have under an 
anthropogenic emissions scenario, see Fig. 8. 

Conclusions: 

« this relationship is poorly constrained by the paleoclimatic data because during previous 
interglacials CO2 was close to or lower than the preindustrial level. » 

« Reducing this uncertainty by performing experiments similar to those described in 
Ganopolski et al. (2016) but with more advanced Earth system models can help to reduce 
uncertainties in future projections. » 

As explained above, I do not like this conclusion. The Ganopolski et al. (2016) threshold was 
based on the same data, so the difficulty is not so much within the data, but much more with 
the model. Besides, enlarging the scope outside the Quaternary would certainly help a lot. The 
authors should better highlight the key difficulties (my main comments 1 & 2). 

As we explained above, the “difficulties” are indeed with the data. Since the slope of the 
relationship between the critical insolation threshold and CO2 cannot be constrained by the 
paleodata and because this parameter is of paramount importance for the future evolution of the 
Earth system, it makes perfect sense to check the value derived in Ganopolski et al. (2016) with 
a more advanced model than CLIMBER-2.  
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Point-by-point response to reviewer 2 

We thank the reviewer for the insightful evaluation and constructive comments. Please find 
below a point-by-point response, marked in blue. In order to address some of the reviewer’s 
questions and assess the robustness of the results to several criteria involved in the design of 
the model or parameter selection strategy we performed a series of sensitivity experiments. The 
results from these experiments are briefly discussed here in response to specific comments and 
have been included in the revised version of the manuscript. 

 

 

Review of “Evolution of the climate in the next million years: A reduced-comlexity model for 
glacial cycles and impact of anthropogenic CO2 emissions” by Stefanie Talento and Andrey 
Ganopolski.  

The authors developed the simple model (which consists of three differential equations) 
which reproduces the last 800-kyr evolution of the global ice volume, atmospheric CO2 
concentration and global mean temperature. Based on this model, the authors accessed the 
anthropogenic influence on the deep future glacial cycles. This is a challenging attempt and I 
enjoyed reading the manuscript. Although there are many issues which need to be 
investigated further, this is a nice study which gives us valuable inspirations about the climate 
evolution in the deep future. Therefore, I can recommend the publication of this manuscript. 
Followings are my comments which I hope will be useful for the authors to prepare the final 
manuscript. 

Specific comments 

Line100-101: The statement “This is why we do not consider future sea level rise …” is not 
clear. 

In our modelling approach the variable v is zero at present and, thus, interpreted as the ice 
volume of Northern Hemisphere continental ice sheets which cannot be negative. As we stated 
in the manuscript, we do not explicitly account for Antarctic and Greenland ice sheet. Since 
reviewer#1 asked a similar question, a full answer to this question is given in response to the 
first reviewer. The short answer to this question is the following: we designed our model for 
simulations of future glacial cycles, not for global sea level rise projections. The later would 
require separate treatment of Greenland and Antarctic ice sheets because they have very 
different forcings and response mechanisms. Greenland is rather small and for our purposes can 
be neglected anyhow. Antarctic ice sheet is not. The problem is that the long-term impact of 
deglaciation of Antarctica on the global climate and carbon cycle is not investigated yet. 
Fortunately (for us) we do not consider scenarios which can lead to deglaciation of Antarctica. 
The most extreme case considered in the manuscript (a 3000 PgC emission) would cause less 
than 10% of Antarctic melt even in a very long perspective. With this model we are not intended 
to study scenarios with larger cumulative CO2 emission because  in a view of recent 
technological and political development we consider 3000 PgC scenario to be already too 
pessimistic. Thus the condition that v>=0 is not a problem in our case but we explicitly 
discourage others to apply our model for more catastrophic CO2 emission scenarios, see Sec. 6. 



Line126 (Eq3): Please explicitly describe the physical explanation about the first (b01*v) and 
the last (-b06) terms, which I think was missing or not very clearly stated in the manuscript. 

The term b01*v follows from the fact that total ablation depends on the size of ice sheets (see 
lines 154-156). We removed the constant b06 from Eq. (3). 

Line136 (Eq6): Why did the authors re-wrote the equation? 

The re-writing of equation (1) follows from substituting equations (2-4) into it. It was meant 
to help the reader and clearly identify the 6 tuning parameters: b1…b6. 

We re-wrote equations (3) and (6), with changes in the signs. 

Line 144 (and Lines 150, 181,182, etc): Carbon -> carbon 

Agreed and changed in the whole text. 

Line 231: (10) and (11) -> (9) and (10) 

Agreed, thank you for noting the mistake. 

Line 248-249 (Eqs11,12): Different treatment about minimum values (i.e., 0 or 0.05) seems 
somewhat artificial and its effect on the results appeared very small. Is this different treatment 
really required? 

Indeed this is an ad-hoc constraint, designed to account for the fact that interglacials before and 
after the MBT have, according to paleodata, different characteristics which cannot be explained 
by changes in orbital forcing.  

To better address the reviewer’s concern, in the new version of the manuscript we also 
investigate the sensitivity of the results to this choice. In particular, we design a new experiment 
in which the whole optimisation process is repeated lifting the ad-hoc imposition related to 
MBT. 

Results are shown in Sec. 5 in the revised manuscript. 

Line 257-258: The meaning of the statement “the conditions for the new glacial inception will 
not be met in the near future” was not clear for me. 

We modified the sentence and gave further insights on the research in which this statement is 
based. See lines 303-305. 

Line 286: Why? (Is optimization of “CO2” and “temperature” in addition to “ice volume” 
technically difficult?) 

The reason for not using an optimisation target encompassing the three variables it is not of a 
technical nature. Naturally, there are many possible choices for the optimisation target function. 
We selected to optimise the correlation between modelled and paleo ice volume because our 
main objective is to produce a forecast of future glacial cycles and because the ice volume 
paleorecord has small uncertainties. To investigate the impact of this selection on our results, 
we perform a sensitivity experiment in which the whole optimisation process is repeated in 



order to maximise both the correlation between paleo and modelled ice volume and between 
paleo and modelled CO2. Results are shown in the revised manuscript version and are not 
significantly different from the ones obtained with the model version which optimises just ice 
volume performance. 

We note that we decide against including as a possible optimisation target the correlation 
between paleo and modelled temperature, because the temperature paleorecords have large 
uncertainties (as easily noticeable by the two paleorecords in Fig 1c).  

Line 312: “respectively). .“ -> “respectively).” 

Agreed and changed. 

L311-312: It might be useful if you can discuss the reason for the overestimation in MIS 18 
and 14. 

As has been stated above, there are non-negligible differences between pre- and past-MBT 
glacial cycles. Two pre-MBT glacial cycles (MIS18 and 14) are much weaker than post-MBT 
glacial cycles (it should be noticed that uncertainties in sea level reconstructions of pre-MBT 
glacial cycles are also much higher than for the most recent ones). Since this cannot be 
explained by differences in the orbital forcing, it cannot be expected that the model will simulate 
these cycles correctly. And this is not a problem of our conceptual model but also other similar 
and  more complex models (e.g. Willeit et al., 2019). Since the causes for the differences 
between pre- and post-MBT glacial cycles remain unknown, it is not possible to say what 
implications this model-data mismatch has for our future simulations.  

L351-353: It was difficult for me to understand the details about how the authors calculate 
(estimate) the value “K” in their model. Additional explanation might be helpful. 

We agree that this was not properly explained in the text, the explanation was added in the 
revised manuscript.  

For the estimation of K we refer to equation (6), assuming equilibrium and interglacial 
conditions (i.e. dv/dt=0, v=0, Mv=0) it is derived that the critical insolation threshold: 

𝑓𝑓𝑐𝑐𝑐𝑐 =  −
𝑏𝑏3
𝑏𝑏4

log(𝐶𝐶𝐶𝐶2) −  
𝑏𝑏6
𝑏𝑏3

+  𝑓𝑓 ̅

It follows then that K is estimated as -b4/b3. In the new manuscript, see Eq. (19). 

L378-379: I feel that prediction of CO2 changes appears not very successful because the 
simulated amplitude of CO2 changes tends to be always overestimated. I’m curious about 
effects of CO2 errors on the ice volume. For example, if you “prescribe” the paleo-recorded 
CO2 changes instead of predicting it, how much does this improve the reproducibility of ice 
volume? 

When parameters in equation (6) are selected using prescribed CO2, the ensemble mean 
correlation between modelled and paleodata ice volume is 0.85 (compared to 0.76 when CO2 is 
not prescribed). We included this information in the new manuscript version, see lines 387-389. 



 L503-504: What does the authors mean by “data not used for training”? (temperature and 
CO2?) 

Please see answer before. 

  



Point-by-point response to reviewer 3 
 
Please find below a point-by-point response, marked in blue. 
 
 
1 Conclusion : Rejection 
Glacial-interglacial cycles being very slow processes require a “proficient” and a “master” model for 
long-term temporal prediction. Predictions are carried by phenomenological models often represented 
as low-order dynamical systems. Low-order or reduced-order dynamical models (often represented by 
a set of coupled differential equations) are tractable and insightful by emphasizing the most important 
dynamical features of the complex behavior of a given system, such as the (paleo)climate system, in our 
case. In the latter, important information about that complex behavior is lost because of the use of 
tractable equations leading to under-defined parameters in the model representing the underlying 
phenomena. In addition, these models are data-driven, which make their calibration/the estimate of 
the model parameters and the forecast/prediction sensitive to the errors and uncertainty in the 
observational data. Therefore, using them to reproduce the current time and/or forecast the future, 
based on the past one, is highly dependent on the care and level of accuracy in calibrating and validating 
the model under consideration and specification of uncertainties. Combining Physical representations 
with probabilistic estimations is a very strong adequate way to forecast long term climate, especially in 
Paleoclimate (Crucifix and Rougier 2009). This requires the following steps: 
 
1. Using a low-rder model to capture the very long term (millennial) of climate, under physical 
constraints. For instance the the three-dimensional stochastic system of Saltzman andMaasch (1991).  
The authors here, designed/formulated three equations, using knowledge of the behavior of ice on 
millennial scales. Many assumptions has been advanced without any strong 
argumentation/reason/justification. 
 
Apart from the fact that the reviewer recommends us to use the Saltzman and Maasch (1991) model 
instead of our own (which is lacking “any strong argumentation/reason/justification”), the meaning of 
this sentence with several typos and missing words is not clear to us. Not mentioning the fact that the 
model is designed not for millennial but for orbital and longer time scales. As far as the choice of the 
modelling approach is concerned, we must state that while we have a great respect to the works Burry 
Saltzman and his colleagues made during the 90’s, at present this and similar models are only of 
historical interest. Saltzman’s model is based on the assumption that glacial cycles represent self-
sustained oscillations in the Earth system, and to produce such oscillations a cubic power term has been 
introduced in the equation for carbon dioxide without any justification. Since the 90’s our understanding 
of Earth system dynamics advanced significantly but no one was able to simulate self-sustained 
oscillations in the Earth system with realistic models and no one ever discovered this cubic power term. 
Needless to say that Saltzman and Maasch (1991) and similar models cannot be used for simulation of 
the impact of anthropogenic CO2 emission on climate. To the contrary, our simple model is to a large 
extend based on the results of our own comprehensive Earth system model CLIMBER-2 which is able 
to simulate successfully not only the latest glacial cycles (Ganopolski and Brovkin, 2017) but also all 
Quaternary glacial cycles (Willeit et al., 2019). 
 
2. Treating the estimate of the model parameters and the forecast probabilistically. One way of doing 
that, as in Crucifix and Rougier (2009) to assess the next glacial inception, is by inferring the different 
parameters within a Bayesian framework that allows for (1) parametric uncertainty and (2) for the 
limitations of the model, by using Sequential Monte Carlo technique (‘particle filter’). 
 
As we show in our paper, the problem is not the treatment of model parameters “probabilistically” but 
the fact that past climate data provides no sufficient constrains on model parameters suitable for future 
simulations. We found that the majority of model versions which successfully simulate past glacial 
cycles have unrealistic relationship between the critical insolation threshold and CO2 concentration and 



thus cannot be applied for the future simulations. In such a situation, any attempts to attach “objective” 
probabilities do different model realisations is nothing more than quackery. 
 
3. Verify the accuracy and validating the model statistically and by checking the reproduction of physical 
phenomena. Different physical assumptions may lead to dynamical systems with dynamical properties 
that are similar enough to produce a convincing visual fit on palaeoclimate data [61]. challenge is, 
therefore, to operate a model selection on more stringent criteria than just fitting some standard time 
series. 
 
Which physical phenomena reviewer means here we do not know, but we fully agree with the next 
reviewer’s sentence: “Different physical assumptions may lead to dynamical systems with dynamical 
properties that are similar enough to produce a convincing visual fit on palaeoclimate Data”. Indeed, 
during the recent decades different workers proposed a number of completely different mathematical 
manipulations which transform some combinations of the Earth’s orbital parameters into curves with 
variability patterns more or less similar to the glacial cycles of the late Quaternary. Moreover even the 
use of a “Bayesian framework” did not help M. Crucific (Crucifix, 2012) to distinguish between the 
right models simulating glacial cycles as nonlinear response to orbital forcing, and the wrong models 
where glacial cycles originate from self-sustained oscillations. This is, of course, not surprising – the 
correct model cannot be derived solely from paleodata.  
 
 
The approach which we employ in this study, and which represents a further development of the method 
used in Archer and Ganopolski (2005), is based on using a combination of paleoclimate data and the 
results of physically-based Earth system models. We believe, this is the only feasible alternative to the 
use of complex Earth system models, which are by far too computationally expensive for this task. In 
the “critical comment which should be absolutely addressed” #8 the reviewer wrote ”validating a work 
using results from another simulation [Ganopolski et al., 2016] does not seem accurate to me”. What 
“accurate” means in this context we do not understand. And, of course, we did not validate one model 
by another one. Instead, we use the results of the physically-based and well-tested Earth system model 
CLIMBER-2 to constrain parameters of a simple semi-empirical model which cannot be constrained by 
paleodata. We do not believe that there is an alternative to our approach. 
 
In the rest of the review, the reviewer repeats time and time again that the right approach is the approach 
described in Crucifix and Rougier 2009 (hereafter CR09, the reviewer cited this paper nine times) and 
that our approach is absolutely unjustified (the reviewer used expressing containing “(un)justified” and 
“justify” more than 20 times!). We were glad to learn from Crucifix’s comment that the reviwer#3 is 
not Michel Crucifix. We have great respect to Michel Crucifix whom one of the authors (AG) knows 
for 20 years since the time when Michel Crucifix was PhD student and AG was a member of his PhD 
committee. However, the methodology described in CR09 is absolutely inappropriate for our purposes. 
The main reason is that, although CR09 manuscript is entitled “On the use of simple dynamical systems 
for climate predictions”, the authors of this manuscript used the term “climate predictions” with a 
meaning different from the one usually used. CR09 is about modelling of future glacial cycles without 
any anthropogenic influence. Of course, “climate prediction” usually means modelling of climate 
response to the anthropogenic perturbation. This is obviously the central goal of our study. The model 
which has been used in CR09 is not suitable for this task and the methodology described in CR09 is of 
no use for development and testing of such a model. 
 
Besides, the Bayesian approach is not the only one possible or correct. Parameter estimation can be 
approached either through the frequentist or Bayesian point of view. In the frequentist framework point-
estimates of unknown parameters are obtained and it is not possible to assign probabilities to the 
parameter values. It is assumed that there are enough measurements to derive useful information on the 
parameters. In the Bayesian approach the unknown parameters are treated as random variables and the 
measurements are complemented with information about a prior belief about the parameter values. 
Results may vary depending on which prior is selected. We opted for the frequentist approach and, 
therefore, there is no probability associated with the parameter estimation.    
 



In the revised manuscript we include a discussion on this and add the reference Crucifix and Rougier 
(2009), see lines 374-376. 
 
 
The necessary steps (1 to 3 above) required to assessing the future glacial inception under different 
levels of carbon dioxide emissions, have been inadequately followed and their related approaches 
incorrectly applied by the authors. The work by Talento and Ganopolsky does not reflect any aspect of 
the correct modeling approach towards a probabilistic forecast of climate. This work stated that, what 
is needed is a “quantitative probabilistic assessments” 
as a must to assess on a very long term of carbon dioxide emissions on changes in temperature. As 
stated, this can be useful under the present challenges of climate change requesting carbon dioxide 
storage, which then requires 
an adequate assessment of storage system under changes in the future environment due to human 
activity”. 
I do agree. However, this has not been done here. This is what the authors tried (wanted?) to 
accomplish, but failed unfortunately. This work has no provided any forecast neither probabilistic 
forecast of the climate. What has been done is a scenario simulation given a low-oder model (and even 
that, has has been inadequately assessed). They compared to a control simulation of future 
temperatures, where the anthropogenic emissions are null, a set of predicted simulations under low, 
medium, and high level of emissions. As carbon dioxide influences the coupled system temperature 
and ice on a long scale, they proposed a simple model, to be able to simulate a very long term of 
climate. In addition, the statistical modeling part, is applied incorrectly and many chosen assumption 
are unjustified. The model selection procedure (which model, among different alternatives, explains 
the observations best) has not been carried correctly either. No future forecast, or prediction (even 
under scenarios), especially when using observations, can be carried out non probabilistically. And 
when dealing with time series, it is even more critical to attach more attention to (1) more adequate 
statistical approaches for long term and multiple steps ahead forecast and to (2) adequate model 
validation and selection, where the predictive ability of the model must be verified given the 
length/characteristics of the observations (here, paleorecords). I explicated all these aspects in the 
document, where, I tried, despite the low level of the manuscript, to advise a way to correct the 
statistical modeling part, improve the paper, and follow a better predictive approach. The authors 
must chose one of the two research axes proposed below. 
This paper cannot be published as it is and must be rejected. This work is not mature enough for 
publication. It needs a profound revision and rework. Concepts are being mixed and the goal itself is 
unclear to the authors. 
The framework and the selected statistical modeling/validation approaches are weakly justified and 
poorly and/or incorrectly applied and most importantly the methodology is inadequate as it does not 
account for any source of uncertainty. 
In a clear way and a more direct construction of the paper flow please, in a new version of the paper, 
chose one of these working axes: 
1. Reconsider the whole work by implementing a probabilistic forecast approach, refer to Crucifix and 
Rougier (2009) and Crucifix(2012). Here, the inference should imply confronting a model with 
observations. “This inference process may take the form of a calibration procedure (update our 
knowledge on parameters on the basis of observations) or a model selection procedure (which model, 
among different alternatives, explains the observations best)” (Crucifix 2012). 
2. Correct and adapt this work to reflect the framework of scenario simulation using a pre-constrained 
simple model. One way to make it publishable is to reformulate the goals and to position the work in 
literature related to 
scenario based for decision making and not as a new probabilistic model for ice ages forecast (at all!). 
This part will require repositioning of the work in a more adequate framework, adapting the 
corresponding review of literature, choosing a correct approach for calibration, designing experiments 
under constraints for the optimization process (during the calibration process, to sample values of the 



parameters with appropriate sets of combinations under constraints) and fixing the vocabulary and 
giving a more adequate justification for all modeling choices. 
 

As stated before, the CR09 approach is not applicable in our case.  
 
We agree that the goal of the manuscript could be made clearer and that there is a need of position this 
work better within the existing literature. Following this reviewer and the other reviewers’ comments, 
the word “forecast” will be substituted by “possible future scenario”. 
 
Regarding the reviewer’ statement: “As stated, this can be useful under the present challenges of climate 
change requesting carbon dioxide storage”: Our model is designed for supporting development of the 
“nuclear waste storage” not for “carbon storage”. This model in principle cannot be used for carbon 
storage because does not allow negative CO2 emission.  
 

2 Main Comments 
The authors formulated their predictive model as consisting of a system of three coupled non-linear 
differential equations, representing physical mechanisms relevant for the evolution of the 
temperature using a coupled Ice Sheets – Carbon cycle System in timescales longer than thousands of 
years, for different selected emission scenario. Many constraints have been introduced, from physical 
knowledge of the system, to infer the values of the parameters in the three equations model. What 
they tried to do is to sufficiently decouple the selected behaviour from the rest of the variability to 
justify the fact that simple dynamical systems may capture the dynamical properties of this mode, and 
to learn about the mode from palaeoclimate observations. Here, using the paleorecords, the 
calibration was applied inadequately: (1) fitting the parameters by maximizing a correlation coefficient 
(2) using the solutions of the optimization process as a set representing possible solutions of the 
predictions (and used as probabilistic estimates) (3) selecting the model with a very weak statistical 
criteria and unjustified threshold (0.7 for the correlation coefficient) : this is not a probabilistic forecast. 
A more adequate calibration method for the model as well as a more adequate verification and 
validation method of the predictive ability of the model are a must: any other choice must rely on a 
probabilistic treatment of the parameter and allow estimating uncertainty of the predictions. As stated 
in Cruficix (2012): “In a statistical inference process, the observations should be a plausible outcome 
or realization of the model. This makes sense only if the model has a stochastic component, which 
describes its uncertainties, limitations, and the noise that emerges from the chaotic motions of the 
atmosphere and oceans”. 
Two main approach : one can chose to handle the challenge of probabilistic forecasting long-term 
climate, or 
1. Stochastic dynamical systems are used for inference on palaeoclimate time series. 
2. Bayesian methodology, because it allows the integration of physical constraints in the form of prior 
distributions on model parameters. The Bayesian formalism is also naturally designed for model 
calibration, selection and probabilistic predictions (please, check Bayesian methods for selection and 
calibration of dynamical systems on noisy observations and the paper by Crucifix, 2012). 
 
2.1 Critical comments and questions to be absolutely addressed 
 
1. Neither the 100ky duration of ice ages, nor their saw-tooth shape were predicted by Milankovitch. 
Please check literature and update the knowledge. 
 
Why the reviewer decided that we are not aware about these limitations of the classical Milankovith 
theory – we cannot even guess. Obviously our paper is not a review of the astronomical theory of glacial 
cycles. There are numerous publications, including those were AG was co-author, which present useful 
reviews of the current status of the understanding of glacial cycles such as Berger (2012), Past 
Interglacials Working Group of PAGES (2016), Berends et al. (2021). In our manuscript we devoted 



only one sentence to the Milankovich theory: “The astronomical theory of glacial cycles (Milankovitch, 
1941) postulates that growth and shrinkage of ice sheets is primarily controlled by changes in Earth’s 
orbital parameters (eccentricity, obliquity and precession)...”. This statement is obviously correct. 
However, in others of our publications, we not only discussed these facts: “One of the major challenges 
to the classical Milankovitch theory is the presence of 100 kyr cycles that dominate global ice volume 
and climate variability over the past million years “ (Ganopolski and Calov, 2011);  “Of particular 
interest is the transition between 1.25 and ~0.7 Ma ago, ..., from mostly symmetric cycles with a period 
of about 41 thousand years (ka) to strongly asymmetric 100-ka cycles” (Willeit, et al. 2019),  but also 
provided possible explanations for these facts.  
 
As far as the “recommendation” to “check literature and update the knowledge” given by the reviewer#3 
to the scientist (AG) who in 2011 received the EGU Milankovitch medal for “for his pioneering 
contributions ... to the understanding of the role of climate system feedbacks and the link between 
Milankovich forcing and global glaciation”,  published more than 30 papers directly related to 
mechanisms of  glacial cycles and  Milankovitch theory – such “recommendation” cannot be considered 
anything by rudeness. While the authors do not know who reviewer is, he/she knows the names of the 
authors even though is unable to spell them properly (the second author never published papers under 
the name “Ganopolsky”).  
 
2. This work is absolutely not a forecast work and nor a probabilistic forecast. This should absolutely 
be addressed and corrected. Without it, the paper cannot be published. This is a scenario based 
work, even not from a sensitivity nor a what-if scenario framework. as they only used three main 
scenarios (low, medium and high levels of starting point of carbon dioxide). 
 
We used the term “forecast” in a very broad sense – under forecast we meant future simulations to 
distinguish from past climate simulations (hindcast). Obviously, no one expects it to be possible to make 
accurate climate forecast for million of years when it is not possible even for the next 100 years. But 
since of the term “forecast” can cause confusion, also in line with comments by reviewers #1 and #2, in 
the revised manuscript we changed “forecast” to “possible future scenarios”. 
 
3. This work embraced a method based on many unjustified simplifications and approaches. Please, 
Address the reasons and strong justifications why you accounted for the mentioned simplification 
(assumptions) of all the climate processes and the estimation of the parameters: 
(a) The modeling approach: from line 264 “Finally, we approach the task of the selection of set of 
parameters P as a non-linear optimisation problem with equality and inequality constraints. We wish 
to find P to maximize the optimization target function( correlation criteria)” to line 289: This is not 
acceptable for forecasting, probabilistically 
or not. how do you justify the selection of the best model, or calibration of parameters, while this is 
done via correlation: it is not probabilistic the way you did it. Neither it is an adequate one. It is like 
selecting the curve that suit you well given one aspect in the data, which might be linked to linear 
correlation! Why did not you considered any Least-Squares (Model Fitting) Algorithms? How about 
validation using scoring to select the best model, 
there are many statistical criteria to select the best model, to fit and calibrate statistically and under 
constraints. 
Honestly, either I did not understand at all what you did, or it is looking more like a patchwork using 
inadequate pieces! Especially seen in the following “See Appendix A for a discussion of the dependence 
of model performance on the choice of this time interval. To select parameters that will optimise 
correlation at the same time 
as providing magnitudes in accordance to empirical estimations, an equality constraint is enforced: the 
maximum ice volume must be equal to 1 within a tolerance of 0.15 (in nondimensional units). Finally, 
the inequality constraint is given by Eq. (14).”: this is really not acceptable. 
(b) Validation set: Did you check the validity of the length of the time series used for calibration? how 
sensitive are the results given the the length of the time series used for calibration? how did yo find 
the optima length? 



(c) Strong justification for not using appropriate probabilistic forecast models and adequate methods 
for calibrating the chosen one. No palaeoclimate record is dated with absolute confidence, so how do 
you account for the errors in the calibration data? 
(d) Running multiple realizations by varying the model parameters: this is what is needed. but, this is 
not what you did! how did you considered that being probabilistic? What you did, is simply taking the 
solutions offered by the optimization process for multiple combinations of the parameters, choosing 
the sets that maximize the correlation with an unjustified threshold of 0.7! then using them as 
equivalent of multiple realizations of the predictive model to conclude about a probabilistic forecast! 
This is inadequate and inaccurate. what you did here, is just finding the 
best set of parameters for your model. The way this has been done does not even give you the credible 
interval of the values for the parameters (and with an insufficient number of simulations as you run 
1000, picked less then 400 and you have 9 parameters!). 
Once you calibrate your model with the best set of parameters, verify it and calibrate it, then you 
should run an MCMC or any other sampling, to generate a set of probable realizations of your model, 
given the range of adequate values of the parameters, and a justified distribution for each parameters 
in the model. 
Please check the literature for a proper way to do it including the optimal number of realizations which 
is far from 103. 
(e) Results and from Figures: statements of results adequacy not validi. Figure 1: I really do not see 
that your predictions coincide with reconstructions. especially clear in figure 1-b! 
ii. The magnitudes are not well reproduced at all. 
iii. in appendix A: you have a correlation of 0.36... No comment!. 
(f) The correlation level of 0.7, although arbitrary, guarantees a good fit to the paleo climatic ice volume 
record : this must not be used at a first place, it should certainly not be chosen arbitrary, and the figures 
do not show a good fit neither your correlation coefficients (using correlation at a first place is a 
problem in itself) 
i. correlation is not an adequate criteria to assess goodness of fit in time series the way you did it 
ii. it is not a good way to assess relation or association between time series (such as ice volume and 
CO2) 
iii. correlation is insufficient by itself, and it assumes linear relations only. 
therefore the comparison in between paleorecords and model output is weak, incorrect and 
incomplete. 
 
Comment #3 contains numerous repetitions of the reviewer’s believe that CR09 approach is the right 
one and ours is not. We believe, that the reviewer is fundamentally wrong.  
 
The main reason why CR09 cannot be used for the design of the models suitable for “climate 
predictions” is the “no-analogue problem” or, in other words, the past is not the future. (See also 
discussion in the reply to Reviewer 1). The fact is that during the last 800 kyr for which reliable 
reconstructions of CO2 concentration exist, CO2 concentration was below 300 ppm, and most of time it 
was even below 250 ppm. At the same time, at present CO2 concentration is already above 420 ppm and 
it is expected that at the end of the century it will be somewhere in between 500 and 1000 ppm. Assuming 
no negative net CO2 emission in the future, CO2 will stay for the next 100 kyr above 300 ppm even for 
optimistic 1000 PgC cumulative emission, which is higher than over the past 800 kyr.  In the case of 
5000 PgC emission, CO2 will stay above 300 ppm for nearly 1 million years! Thus during the period of 
time in the future considered in our study, CO2 will stay above the range its natural variability observed 
during the past 800 kyr. This is why it is not surprising that paleoclimate data are unable to constrain 
the most critical for future prediction parameter K (slope of critical CO2-insolation relationship). After 
all, statistics is a not magic - it cannot extract from the data information which the data do not contain. 
Of course, we fully agree with the first reviewer that accurate paleoclimate reconstructions from a 
warmer climate state, for example late Pliocene and earlier Pleistocene would be very useful. 
Unfortunately, all CO2 reconstructions prior to 800 kyr are very uncertainty and cannot be used to 
constrain model parameters. (To get an idea what “uncertain” means, one can make a look on Fig. 5 in 
Berends et al., 2021).  



 
This is why we do not see any alternative to our approach, which, of course, is fundamentally different 
from CR09. The essential elements of our approach are:  
 
1) We constructed a set of model equations based on general understanding of climate dynamics and the 
results of simulations with CLIMBER-2. This ensures that our simple model has stability properties and 
dynamical behaviour similar to CLIMBER-2. In particular, similar to CLIMBER-2, the simple model 
has two stable equilibrium states (glacial and interglacial), under orbital forcing simulates strongly 
asymmetric glacial cycles which are phase-locked to eccentricity and depend only weakly on the initial 
conditions, etc. 
2) The anthropogenic CO2 perturbation has been calculated using results of another EMIC (cGENIE) 
3) We calibrated the model against paleoclimate data for the last 800 kyr and generated a large set of 
model realizations which simulate past glacial climates with the required accuracy 
4) We rejected all model realisations which simulate glacial state at present  
5) We applied a strict constraint on critically important parameters (slope of critical CO2-insolation 
relationship) derived from CLIMBER-2 and thus arrived to a much narrower ensemble suitable both for 
past and future simulations.  
 
Needless to say is that such approach represents a significant step forward compared to CR09 because 
CR09 described methodology for the calibration of the model suitable only for modelling of the past 
while we developed a model suitable for modelling past and future.  
 
Furthermore, the reviewer heavily criticises the use of correlation in sentences (seen here and in other 
parts of the report) like: “correlation is not an adequate criteria to assess goodness of fit in time series 
the way you did it” “calibration using maximization of the correlation coefficient?! This really need to 
be explained and justified and proved working.” “Correlation should not be used as a validation criteria!”  
“[correlation] it is not a good way to assess relation or association between time series” “correlation is 
insufficient by itself, and it assumes linear relations only” “Why did not you considered any Least-
Squares (Model Fitting) Algorithms?” 
 
The reviewer states that maximising correlation is not a proper fitting technique. This statement is 
incorrect. Please see Livadiotis and McComas (2013) who present the maximization of the correlation 
fitting method. Those authors show that the method is mathematically well defined under certain 
conditions and that it should be preferred over the classical least squares fitting in situations in which 
the data sets exhibit variations that need to be described, such as the variations that concern us here: 
glacial cycles. In the revised manuscript we added a discussion on this topic as well as the reference to 
Livadiotis and McComas (2013), see lines 368-373. 
 
4. Carbon dioxide curves: your choice of the evolution need to be justified. why should it be decreasing 
exponentially? 
 
Why should we justify the use of the results of the well-established Earth system model published in a 
respected scientific journal? Moreover, these results are consistent with the previous findings. The 
reason for exponential decay of anthropogenic perturbation on very long-time scale is the removal of 
atmospheric CO2 by weathering processes.  
 
5. The relationship between critical insolation threshold for glacial inception and CO2 levels is known 
and must be analyzed using an appropriate sensitivity analysis. 
 
This relationship is ONLY known from OUR paper (Ganopolski et al., 2016). This paper presents a 
single equation with a single set of numerical parameters. We do not understand how our formula can 
be “analysed using an appropriate sensitivity analysis”. 
 
6. Calibration/ Validation need to be done correctly (a) The validation part (crf. appendix A) is very 
weak. It has to be addressed with more adequate diagnostics for time series, especially graphical ones.  



(b) You must use a statistical criteria, more adequate to select the best model. large literature on that. 
(c) A sensitivity analysis or history matching plus an experimental design: would have been of high aid 
in this case where the hyperparameters have many constraints and we only know the range of the 
parameters. designing a space filling set of combined parameters while constraining them in the space 
formed by all them. Run the optimization algorithm with only realistic combinations. 
 
Regarding model validation, when producing a model with a predictive aim the gold standard is to 
evaluate the model predictive ability using previously unseen data (Stone, 1974). As we are dealing with 
time-series, the common procedure of randomly splitting the data into training and validation sets is 
inappropriate as it disrupts its temporal structure. We opted then to use an out-of-sample method, 
essentially holding out the last/earliest part of the time-series for testing (see for example Cerqueria et 
al., 2020). Given the cyclic structure of the paleo climatic data we are using, the only sensible option is 
to divide the information into 8 cycles (corresponding roughly to the 8 glacial cycles in the last 800 kyr). 
In the manuscript we reported (in Appendix A) the results for the model predictive ability when holding 
out 50% of the data for validation (i.e. holding out either the last 4 or the earliest 4 cycles). This is a 
quite stringent test for the model and a more adverse situation than the alternatives of holding out just 
3, 2 or 1 of the cycles. We think the model validation methodology we employed is, therefore, adequate 
and not “weak” as the reviewer claims.  
 
7. Please use the term “pacemaker” instead of “control” when referring to the astronomical forcing. 
The theory of ice ages has already evolved and, it is established that the astronomical forcing, 
especially for the assessing the particularity of the 100ky precession enigma (See Ditlevson and Crucifix 
(2017) On the importance of centennial variability for ice ages):”changes in eccentricity modulate the 
amplitude of precession peaks at a period of about 100 ka, but the spectrum of insolation time series 
do not contain an amplitude peak at this period. Source here (...) With this possibility in mind, the 
astronomical forcing is often prudently presented as the "pacemaker" of an internal oscillation rather 
than a primary "driver".”. you can refer to the work by De Saedeleer, Crucifix and Wieczorek, 
https://dial.uclouvain.be/pr/boreal/object/boreal:119083 for a more systematic verification of the 
concept of forcing during ice ages. 
 
In the “Crucial comment #7” the reviewer demonstrates the “knowledge” of the theory of glacial cycles 
by telling us to use the term “pacemaker” instead of “control” or “driver” when referring to the 
astronomical forcing and went further explaining that “The theory of ice ages has already evolved”. 
While we fully agree that the theory did evolve, it evolved in the opposite direction to what the reviewer 
thinks. The term “pacemaker” in application to glacial cycles first appeared already in a paper by Hays 
et al. (1976) entitled “Variations in the Earth's Orbit: Pacemaker of the Ice Ages”. Since then results of 
numerous simulations with physically-based models clearly demonstrated that orbital forcing is not just 
a pacemaker (this can mean essentially everything) but the real driver of glacial cycles. This was 
formulated in one of our paper as: “Here... we demonstrate that both strong 100 kyr periodicity in the 
ice volume variations and the timing of glacial terminations during past 800 kyr can be successfully 
simulated as direct, strongly nonlinear responses of the climate-cryosphere system to orbital forcing 
alone...” (Ganopolski and Calov, 2011). This result has been confirmed by numerous works done by 
Andre Berger, Ayako Abe-Ochi, Axel Timmermann and others. 
 

8. The glacial inception problem 
(a) In line 300, “(...) we analyse the critical insolation – CO2 relationship during glacial inception 
episodes for the different model realizations derived from Valid and compare them with 
Ganopolski et al. (2016).”Validating a work using results from another simulation, does not seem 
accurate to me. 
(b) The glacial inception problem has been treated probabilistically and by using conceptual models. 
This study must be taken into account: refer to the work by Crucifix and Rougier 2009 on On the use 
of simple dynamical systems for climate predictions: A Bayesian prediction of the next glacial inception. 
i. How do you position yourself comparing to the work by Crucifix and Rougier 2009? 



ii. Why not to use the same idea for the modeling part? 

As we explained already, we do not “validate” one model by another – we used the results of a complex 
model to construct and constrain a much simpler one. When measuring complexity in the length of 
program codes, CLIMBER -2 is thousand times more complex than our semi-empirical simple model.   
 
CR09 presents a modelling approach which is not suitable for future climate prediction. We presented 
a model which is suitable for future projections. CR09 is based on fundamentally wrong model, in which 
glacial cycles represent self-sustained oscillations. Our model simulates glacial cycles the same way as 
complex models do. How we are supposed to use “the same ideas”?   
 
9. « This approach, obviously, is not applicable for a possible future Antarctic and Greenland melting 
under high CO2 concentrations. This is why we do not consider future sea level rise above the 
preindustrial level and it is required that v_0 at any time» : Why? How do you justify that? 
 
Not clear what is necessary to justify? Why our model is not applicable to Antarctica? Because the 
Antarctic ice sheet cannot be described by the same model as the Northern Hemisphere ice sheets, which 
is obvious. Or does the reviewer ask about potential problems related to neglecting future sea level rise? 
As we discussed in the response to reviewer #1, for the considered set of emission scenarios, this is not 
a serious problem (please see response to reviewer #1 for more details).    
 
 
2.2 [Title] Need to be changed 
The title must reflect the main goal of the paper. The paper is more on assessing the impact of 
anthropogenic CO2 emissions on the next 103 ky for recommendations on the the evaluation of 
geological disposal systems. The response to future environmental changes driven by a combination 
of natural (astronomical variations) and anthropogenic (fossil fuel emissions) forcing. Moreover, the 
only climate variable considered in this study is temperature (not representative of climate as a whole). 
Suggestion : impact of anthropogenic CO2 emissions on temperature in the next million years: 
assessment with a reduced-complexity model for glacial cycles. 
 

In the revised version we modified the title. 

 
2.3 [Section 1: Introduction] Need rewriting. It is not attractive nor well developed: the 
introduction must reflect the main subject. 
Mainly: Rearrangement of the ideas from the main purpose of the paper then the necessary 
supporting facts! In addition, the introduction must highlight the advantage/choice of using this 
specific conceptual model in a 
more relevant way. I think, here we need more details and justifications on the formulation of the 
framework/method/approach then reiterating about the ice ages and the Milankovitch theory (which 
can anyways be re/moved). 
- Lack of consistency in the flow of ideas, lack of referencing on the main subject. It needs rewriting. 
- I join Referee 2, to refer to the technical report by Lord et al. 
- Please, refer to the work by Crucifix and Rougier (2009) and in a more profound way the cited paper 
Cucifix (2012). Of course, you must add complementary papers in the same line as these two. 
- It is well established that climate change is a human activity induced. 
May be drop lines from 25-45 in the introduction, and use them as supporting facts for supporting the 
following points in order: by explaining 
(1) the goal which is more related to “the challenge of the permanent storage of the radioactive waste” 
and “ The evaluation of geological disposal systems in response to future environmental 
changes, driven by a combination of natural (orbital variations) and anthropogenic (fossil fuel 
emissions) forcings (e.g. Lord et al., 2016) is, therefore, mandatory” so start the introduction 
with line 47 (while adapting the text of course). 



(2) Why we need to consider a model for glacial cycles and why we must include, in the simulation 
study, natural and human induced factors : human activity induced impacts on climate change has a 
long term impact. 
Use lines [25-45] as supporting facts Or use it to support the justification of the calibration part in the 
methodology section, Line 85 when discussing the ice ages. 
(3) Then proceed with line 54 starting from “However, these timescales are(...)”. 
(4) Please, add a more adequate review of literature related, specifically, to the subject of analyzing 
or assessing the impact of carbon dioxide concentration variations (under scenarios) on the 
stability/evaluation of geological disposal systems. 
(5) when you say “to this end” : I do not see how you account for the “quantitative probabilistic 
assessments.” in your proposed model. why not to announce already your approach here in a concise 
way. because, conting for the quantitative probabilistic assessments is not part of the 
defined/designed predictive model, the “ reduced-complexity process-based model of the 
coupled climate – ice sheets – Carbon cycle evolution, whose only external forcings are 
insolation and cumulative anthropogenic CO2 emissions.” 
Please specify that the interest is the evolution of temperature. Justify why (linking it to the main 
subject of the paper which is “the challenge of the permanent storage of the radioactive waste and 
The evaluation of geological disposal systems”). 
(6) Please, position more adequately your contribution. It is not clear from the text. Please, point out 
the lack in the literature (If there is so) and the breakthrough of your study and advantages of using 
your approach/choice of model and parameterization. For instance, what was the outcome and the 
lack(s) in the work of Archer and Ganopolski (2005) based on Paillard’s conceptual model? And, why 
did you chose here the simulator based Earth model from Lord et al.? 
(7) Please, refer to the most up to date theory of the astronomical forcing instead of Milankovich. 
check the paper by Curifix and Rougier (2009) for a detailed explanation and the theory and its history. 
(8) Note that Milankovitch’s theory is missing the dynamical aspect of climate’s response and that the 
Glaciologist Johannes Weertman (J. Weertman, Nature 261, 17 (1976)) is the one who addressed the 
evolution of ice sheet size and volume by means of an ordinary differential equation (ODE), “thereby 
opening the door to the use of dynamical system theory for understanding Quaternary oscillations” 
(Crucifix and Rougier, 2009). This need to be highlighted in your paper and used as a reference as your 
work is about modeling using ODEs. 
 

We agree that a re-organization of the Introduction section to highlight first the main goal of the 
manuscript is a good idea. We also agree that we need to position our contribution more adequately 
among the existing literature. See Sec. 1 in the revised manuscript.  

We do not agree with the statement “specify that the interest is the evolution of temperature”, as it is 
not. We will highlight that our model was designed for simulations of future glacial cycles while global 
temperature is a very useful diagnostic which can become necessary in other potential applications of 
our model. See lines 90-91 in the revised version. 

Please, see comments done earlier on the Milankovitch’s theory. 

 

2.4 [Section 2: Model and datasets] Form 
Start with the set of all equations where equation of temperature will be first, then then explain the 
need to parametrize each of them. 
So: 
• Start with Subsection 2.1 Please, shall you design a flowchart to show all the parts of the modeling 
framework. addd a table with all the parameters to be inferred during the calibration process add a 
table gathering all notation, acronyms and definitions of variables, put here or in the appendix. 
Introduce the set of equation first (3 equation while starting with the temperature one). define the 
parameters, use lines 204:208. 



• Follow up with subsection 2.2: details of the the equations then explain and explicit each equation, 
its meaning, goal, parametrization....and here you need just two subsubsections. (one for ice and the 
other for CO2, no need for temperature as it is in sec.2.1) 
• Follow up with subsection 2.3: explicit the constraints... and so on (subsection 2.5 in the draft paper) 
start from line 215. 

• Subsection 2.6 is used for describing the data used for validation: please, move it to section 3 (model 
performance). 

We see no advantage in modifying the order in which the equations of our model are presented. We 
agree on modifying Table 1 to better highlight which parameters are to be inferred and to add another 
table gathering all the notation. See Tables 1 and 2 in the revised version.   
 
We believe the equations, with the explanation of each term, are sufficiently well presented in the current 
form of the manuscript (except for the temperature equation, which could be improved). See Sec. (8)  
 
We agreed and the empirical data sets section is within Sec. 3 in the new version of the manuscript. 
 
Comments on the method: critical to be addressed 

1. How do you account for uncertainties in the observational data while calibrating the model? 
We agree that in the current version of the manuscript there is no deep discussion about potential 
problems with the plaeoclimate reconstructions used. We addressed this shortcoming in the 
revised version, see Sec. 3.1.  
To account for the uncertainties in the paleodata is that we consider as valid all the solutions 
with correlation between paleo and modelled ice volume higher than 0.7. 
 

2. How do you justify the choice of 0.7 as acceptable for the correlation coefficient? 
The selection correlation higher than 0.7 is designed to filter only those solutions which 
reproduce the ice volume behaviour in the last 800 kyr reasonably well (considering also that 
the paleorecord used for this variable is of course not perfect). 
 

3. How do you justify the formulation of changes in temperature as a linear combination of global 
ice volume and logarithm of CO2 concentration? This part need a more thorough justification, 
explanation, development. 
The first term in the temperature equation represents the direct link between ice volume and 
global temperature anomalies (more ice volume in the NH is associated with lower global 
temperatures). The second term is explained by the fact that the radiative forcing of CO2 is 
proportional to the logarithm of CO2 concentration. We clarified this better in the revised 
version, see Sec. 2.4. 
 

4. calibration using maximization of the correlation coefficient?! this really need to be explained 
and justified and proved working. 
Please see comments done before regarding the suitability of the use of correlation in this 
context. In a revised version we explicitly explain this choice. See lines 368-373. 
 

5. How do you qualify your calibration/modeling/prediction method? 
The meaning of this questions is unclear. The evaluation of the methodology from the point of 
view of its potential predictive skill was evaluated in Appendix A. Based on those results we 
qualify the methodology as having a satisfactory ability also when used in predictive mode. 

 

2.5 [Model performance] 
This part has to be done appropriately, once the modeling part is fixed and an appropriate calibration 
method is selected. This part should be applied statistically to verify and validate the calibrated model. 
Comparison of the model predictions with paleoclimate data (reconstructions) should be assessed 
within the calibration process. The length of the calibration time series should be assessed (assess the 



predictability of the model given the length of the time series). Correlation should not be used as a 
validation criteria! 
Please check literature for validating models calibrated for time series: this is what you need to learn 
and know, to work in this subject and write your paper. 
 
Model performance from a predictive point of view was evaluated in Appendix A. We already discussed 
that the use of correlation as a performance metric is justified in this case, as there are major variations 
that need to be reproduced in order for the model to be of utility.  
 
2.6 [Conclusion] 
The conclusion has to be adapted and rewritten with all the paper. 
Just a note on: “It is also clear, however, that even though there is a high level of agreement in 
the solutions’ trajectories during the past 800 kyr, their paths tend to diverge for the future 
indicating that the past does not perfectly constraint the future evolution of the climate – ice 
sheets – Carbon cycle system.” : I do not think this is absolutely necessary to mention: we know 
that and this experiment is not needed, the statement either. 
 
We think this is one main aspect from our results and deserves to be mentioned in the conclusions. 
 
3 Secondary comments 
To help correcting/adapting/improving the work/paper, it would be beneficial to the authors to check 
definitions/methods/literature (in a general framework and then for time series, and in paleoclimate 
field) on the following: 
• conceptual models 
• predicting vs forecasting 
• probabilistic forecast 
• (probabilistic) sensitivity analysis 
• simulating using scenarios 
• decision making based on scenario assessment 
• probabilistic calibration of models based on time series 
• verification and validation of calibrated models (set of diagnostics) 
 
[General] Please, 
• Use one verb tense for adequacy. Also, either direct form with the use of “we” or indirect with the 
one other verb tense. Such as in lines 70 to 73. 
Agreed and modified. 
• Remove the expression “can be found”: where ever it is in the text, it has to be changed into an active 
voice verb, such us is +adequate verb ( displayed, shown, ...). 
Agreed and modified. 
• Refer to the technical report of Lord et al., on the same topic “Modelling changes in climate over the 
next 1 million years” 
Agreed and added. 
• Refer to the work by Crucifix and Rougier 2009 on the probabilistic modeling of climate change on 
the glacial inception. 
Agreed and added. 
• The only variable that is important to address the problem of storage is temperature. I suggest to 
keep any other figure (ice and CO2) in the supplementary material. 
We do not agree with this statement. In fact, the prediction of the timing and magnitude of the next 
glaciations is the main output from our model useful for decisions related to the disposal of nuclear 
waste in deep geologically-stable rock formations. Global temperature is a useful diagnostic which can 
become necessary in other potential applications of our model. In the revised manuscript, see lines 90-
91. 

• Remove “please” in line 162 and 194, and if any other in the text. 



Agreed and modified in the whole text. 
• change “orbital forcing” into “astronomical forcing” wherever it occurs and adapt the text 
accordingly. For instance, a sentence such as “The orbital forcing f(t) depends only on astronomical 
parameters (eccentricity, precession and obliquity) “ in line 206 is unnecessary. 
We will remain using the term “Orbital forcing” as it is standard in the specialised literature. 
 [line 28] “Antarctic ice core records also show” : to be consistent with line 25 and the statement 
“Numerous paleoclimate records show (...)”, avoiding the use of “also” would be preferable. 
Proposition: 
During this period, atmospheric Carbon dioxide (CO2) concentration fluctuated nearly synchronously 
with the global ice volume, and CO2 concentration during glacial times was up to 100 ppm lower than 
during preindustrial 30 time, as shown in Antarctic ice core records (Petit et al., 1999, Lüthi et al., 2008). 
Agreed and modified. 
[line 32] “Earth’s orbital parameters”. These are astronomical parameters. 
“Orbital parameters” is the term usually employed in the specialised literature, we will continue to use 
it.  
[line 35] May be more adequate using “supported” instead of “confirmed” as per verifying a theory 
by the aid of a reduced order model and/or a simulator which is not enough to infer knowledge for 
conforming a theory but verifying it or validating an aspect of it with a set of verifications 
(Reductionism based knowledge inference especially based climate simulators cannot be used as a tool 
to confirm anything). 
Agreed and modified. 
[Lines 70-73] Need rewriting, adapting the verb tenses. Please stick to one verb tense for adequacy. 
Also, stick to one form passive or active ( “we”). Better : if you use a direct simple style with present 
tense. 
Agreed and modified. 
[210] Correct “in a good (see discussion below) agreement” to “in a good agreement (see discussion 
below)” 
Agreed and modified. 
[225] use “condition” or “constraint” instead of “criteria” in “The last imposed criteria” for consistency 
with the text. 
Agreed and modified. 
[236] why do you use “limitation”. in all this section you are introducing constraints. use the term 
“constraints” everywhere and count them as being 7 in total. 
Agreed and modified. 
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