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Summary of changes

We thank both reviewers for their constructive comments and detailed reading. In response
to the suggestions by two reviewers we have

• updated the plots, enhancing Fig. 6 and SFig. 1

• revised text throughout the manuscript to bring out key findings better, differentiate
local and global, continental vs. oceanic variability changes and improve clarity

• enhanced the discussion on ENSO changes, temperature-precipitation relationships
and potential hydroclimate constraints

• added three new supplementary figures to support the additional discussion

• corrected spelling.

A detailed response to the helpful remarks of the referees is given below.

1 Reply to the first reviewer

(Original report cited in italics)
We thank the reviewer for this positive assessment.

My main concerns relate to the summaries provided for the results and the manner in
which the authors gloss over some of what I find to be the the key findings. I also suggest
a reconsideration of the figure layouts to more strongly align with the structure of the text
(Figs 2,3).
In the revised document we reworked the summary paragraphs and discussion in order to
bring out the key findings better. We introduce the comparison across states, that underlies
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the layout of our figures earlier (in particular Fig. 2 and 3), which should improve the
alignment between visuals and text.

I recommend splitting the abstract into two paragraphs to make the summary clearer -
one for what is done and one for what is found.
We agree with the reviewer that this improves clarity and have split the abstract accord-
ingly.

- p1-10: based on Fig 2, I’m not sure that I find this summary of a decrease in variance
for increasing temperature to be true, particularly over land. For example if I am interpret-
ing them correctly, Figs 2g/h show strong positive increases, particularly over land from
40N-S where they are associated with significant impacts. There are various statements
in the text that seem at odds with the passage as well (e.g. p12-24-30). Would it make
sense to parse this statement a bit more to relate clearly to specific results and distinguish
between regions of coherent change that contrast (i.e. land/ocean).

We thank the reviewer for her/his careful inspection of the results. Indeed, temperature
variability does not show a uniform decrease globally, and our statements will be made more
specific in the revised document. We observe differing trends over continents and oceans at
mid-to-low latitudes, with warming associated with increasing temperature variance over
the continents of Africa, South America, the maritime continent, Australia and South-
East Asia, as well as over South-West Europe and the Southern United States. Decreasing
temperature variance is found over the high-latitude continents and the world’s oceans
except for the Northern Atlantic and over the Indian Ocean. Globally averaged, the local
changes point at a decrease in temperature variance. Local changes are generally consistent
across timescales, which we demonstrate in the revised document with land/ocean spectra.

p1-14: is ‘dominating rainfall variability’ appropriate - do they explain the vast major-
ity of variance? across what timescales?
Indeed, this is an ambiguous phrase and difficult to pinpoint in models or data. We now
clarify that our analysis is at the annual timescale, and to demonstrate that the large-
scale modes influencing variability at annual timescales remain stable. We have revised
the text in the abstract to better capture the intended meaning: ‘By compositing extreme
precipitation years across the ensemble, we demonstrate that the same large-scale modes
influencing rainfall variability in Mediterranean climates persist throughout palaeoclimate
and future simulations.’ These modes correspond to extreme precipitation years in the
ensemble, identified with composites over the fifty-year time series. Thus, the patterns
robustly capture the atmospheric state during annual precipitation extremes (in this case,
one standard deviation above/below the mean in annually-averaged precipitation). These
are the patterns that emerge, but since this is not an analysis based on Empirical Orthog-
onal Functions (EOFs) it does not provide the amount of variance it explains. We clarify

2



this in the revised document.

- p2-8: the sentence seems to suggest that internal variability is distinct from natural
variability?
That was not our intention and we have revised this sentence. We had meant to use
’internal’ when discussing models and ’natural’ when discussing the real system.

- p2-21: scale linearly? - wording seems to suggest so
We wrote ‘In any region, damages do, however, scale with increased variability (Katz and
Brown, 1992; Alexander and Perkins, 2013)’. This should imply a direction, but not a
qualitative statement on linearity. Depending how damages are estimated (e.g., Katz and
Brown (1992) base their statements on a threshold model for crop yields) the increase may
follow a different (e.g., exponential) form. Therefore we rephrase this to ‘are expected to
increase with increasing variability’.

- p2-30: isn’t there also evidence for increases in variability on some timescales? such
as ENSO teleconnections?
We agree with the reviewer that, in the literature, increases in variability have been dis-
cussed for specific climate variables, time scales and regions. This includes several studies
that suggest ENSO variability may increase (e.g., Cai et al., 2018). We will include a brief
discussion of potential ENSO variability changes in the revised document, as the ENSO
timescale does show unclear changes (c.f. the power spectra in Fig.6). In particular, it is
noticeable that in this power-spectral range some models show a shift in the ENSO fre-
quency, resulting in a peak-and-trough-pattern in the temperature spectral ratio. A change
in the ENSO pattern, on the other hand, would not necessarily show up in the spectrum,
if the overall variance at the timescale does not change. Amplitude changes are similarly
difficult to pinpoint and account for between models. Therefore, for a full discussion of
the ENSO changes in CMIP6/PMIP4 we will refer the reader to the ENSO-centered paper
currently in open discussion: Brown et al. (2020).

- p3-8: Precipitation changes are also strongly linked inversely to temperature. Wouldn’t
this therefore be a source of increased temperature variability? There is associated literature
on the topic that should be discussed and cited.
Indeed, the inverse link between temperature and precipitation has been discussed in the
literature (e.g. in the landmark studies of Allen and Ingram, 2002; Adler et al., 2008;
Trenberth and Shea, 2005). It is clear that, in particular at daily to interannual timescales
soil moisture plays a relevant role in the precipitation feedback on temperature variability
(Vidale et al., 2007; Fischer and Knutti, 2013). It is, however, also clear that models
have difficulties representing these feedbacks at the land surface, in particular on longer
timescales (Rehfeld and Laepple, 2016). The detail of representation of sub-grid-scale

3



convective processes could also determine whether a local feedback is modeled positively
or negatively (Hohenegger et al., 2009). We appreciate the suggestion and add a section
on the precipitation-temperature linkage to the discussion.

- p7: For many of these experiments, multiple ensemble members are available. I don’t
see mention of how many members are used? If only 1, that should be made explicit on
page 3. If more than 1, that too should be made explicit and the approach for avoiding
overweighting individual models should be described. Despite the additional work, there
does seem to be merit in consideration of all available members to address various questions
on the role of noise in the results - some listed below.
We are sorry if we had failed to specify this. We have only used a single ensemble member
for each model (generally r1i1[p1]f1) – this information will be included in the revised
document. This approach has been adopted for two reasons. Firstly, it is cleaner, as the
reviewer notes it does not overweight individual models in the computation of the ensemble
means. Secondly, there is a very low number of the palaeoclimate simulations which have
multiple ensemble members.

- p8-10: It seems sufficient to merely cite the CVDP rather than each script invoked by
it since the CVDP documentation covers this.
OK, the script names were removed from the text.

- p12-14: again referencing the work here that has been done on temperature precipita-
tion relationships seems appropriate.
Thank you for the suggestion. We add a reference to the established literature at this
point.

- p12-30: I don’t think the global pattern correlation tells the key components of the
story. From 40N-40S it seems clear that the PCs are positive.
Our aim was to provide the global pattern correlations to provide additional support for
the ensemble-mean figures that we show. In the revised manuscript we complement the
global statements by a refined local view, in particular for the tropical to subtropical land
areas. To this effect we have added three new figures to the supplementary material which
underline these statements.

- p13: The caption for Fig 2 should be explicit regarding whether it is the global mean
temperature change that is used to compute the ratio or the regional change.
We rephrased the caption to clarify that we are using the gridbox-scale change for the
ratio.

- a number of the CVDP variable names are used - which are long and likely not fa-
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miliar for many readers. I’d recommend creating acronyms for these so that they can be
shortened and are more intuitive.
We agree with the reviewer that the CVDP variable names are long. However, in the inter-
est of the reader, we would like to refrain from creating an additional substantial number
of acronyms.

- Fig 4: how do you estimate your degrees of freedom in computing P-values? There
is mention of 500-DOF in discussion of LGM but that is clearly excessive given the strong
mutual dependencies across models, no? Perhaps a more stringent estimate is warranted?
Indeed, we assume 500 degrees of freedom for the spatial field pattern correlations (out of a
total of 180×360=64800 grid boxes) across the fields shown in Fig. 2 and Fig. 3. However,
for the regression lines in Fig. 4, which shows the changes in (mode) variability against
global mean temperature change in the simulations, we assumed all model simulations and
models to be independent. This results in 60 degrees of freedom (with 61 simulations con-
tributing to the regression). We clarify this in the caption in the revision.

- I have a general suggestion regarding the structure of the figures. Since the text is
structured to discuss T/P of each experiment why organize the figures to show only T for
all experiments and then P for all experiments. Particularly given the mutual relationships
that exist, I find merit in having one figure of 4 panels for each experiment - for a total of
4 figures of 4 panels rather than 2 figures of 8.
The reviewer is correct, we currently do not follow the subpanel figure order in the dis-
cussion. However, our focus is on general relationships across different modeled states.
Therefore we add a paragraph in response to this in the beginning of the results section
that discusses the idea of comparing relationships across the experiments (from cold to
warm, from mean to variance change, from temperature to precipitation). With 4 figures
of 4 panels it is more difficult to make out the similarities/differences across the experi-
ments and variables.

- Fig 4: what is the contribution of internal variability versus model structural contrasts
to the scatter in each panel? can multiple ensemble members, where available, be used to
estimate a contribution range? I think this would provide key context for interpreting the
figure.
We appreciate the suggestion. Multiple ensemble members are, unfortunately, not available
for the palaeoclimate simulations. Nevertheless, we agree that the contribution of internal
variability is an important factor to consider. Therefore we utilize the long preindustrial
control experiments to estimate the contribution of internal variability. This is then added
to Fig. 4 as confidence intervals around the unity line.
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- Figure 5: I imagine the “W” in the titles corresponds to West? If so I’d spell it
out to avoid confusion with “Wet”. Also what justifies the selection of the regions? They
are much smaller than the climate zones they are intended to represent. Their small size
suggests they may be particularly subject to internal variability rather than structural dif-
ferences across models or experiments.
We have revised the figure titles as suggested. The regions are based on the Köppen cli-
mate classification of Mediterranean climates, and in particular the western boundaries
of continents wherein the extratropical climate appears to cause precipitation anomalies
of different signs than the global mean change from the pre-industrial (see Fig. 3). The
selected boxes are actually larger than these regions strictly defined (and in all cases encom-
pass multiple grid boxes), and our analysis in fact shows that the same modes of variability
are important across different climate states. In the revised document we add supplemen-
tary figures that show that the circulation patterns are robust across climates (except for
Western South Africa, where there is no signal).

- Figure 6: I suspect that the global mean again masks some important regional effects.
How might the results change for land between 40N-S? Indeed, as suspected by the reviewer
and as the total variance changes in Fig. 2 in the manuscript make clear, the global
mean variance change differs from that over the low-to-mid-latitude land areas. Averaging
the spectra over land areas between 40S and 40N we have less clear changes, and most
importantly find indications for higher temperature variance in the warm experiments than
in the preindustrial control. There is, however, also slightly more temperature variance
over these areas in the LGM (cold) experiment than in the preindustrial control across the
spectrum. Definitive statements are complicated by the fact that there is less intermodel
agreement. We expanded the results section, and the discussion to take this into account.
To support this discussion we added three figures to the supplementary material which
show the power spectra over land areas, globally and from 40S to 40N, as well as the ocean
average to support the discussion of Fig. 6.

- p12-13: what is meant by “meridional atmospheric gradient modes of variability”? Is
this referring back to results in Section 3.4? Might make this reference more explicit.
Indeed, this is a reference to SAM/NAM and NAO results in Sect. 3.4. We make this more
clear in the revised document.

- p17-11: Is the lack of consistency the result of the choice of such small regions?
The lack of consistency only occurs for the South African case. This suggests that the
Mediterranean regions are generally appropriately sized. Please refer to the response above
regarding Fig. 5.

- p17: There doesn’t seem to be any rationale for the organization of paragraphs. Per-
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haps make one for each region? - p17: After reading Section 3.4 I don’t seem to have much
of an understanding of the robustness from past to future climate - the stated goal of the
section.
We agree, the previous section title was misleading. We have changed this and revised the
text to better explain the results. In addition, we have included additional supplementary
figures that better illustrate the robustness of the relevant patterns from past to future
climates (with the exception of South Africa). The organization of this section is based
on that of the relevant figure, and proceeds between the regions from southwestern South
America to the western Mediterranean.

- p19-5: Why combine land/ocean regions? I think a distinction should be made, par-
ticularly for 40N-S.
We agree with the reviewer that a distinction enhances the discussion and therefore added
three new supplementary figures as indicated in the response above.

- p22-14: What is meant by a reduced ENSO? reduced variance in Niño3.4 SSTs?
Yes. We shall specify that in the revised manuscript.

- p22-22: “mean strengtHS”? Note that much of the analysis examined changes in
generic variance and then changes in the indices themselves. What is left out is the change
in teleconnection strength. Shouldn’t this be considered? and isn’t it perhaps more important
than the changes in the indices themselves?
We understand the reviewer’s comment and sympathise with its sentiment. However,
analysing the changes in the teleconnection patterns is not trivial and requires specifying
certain decisions that may not be appropriate for all modes. We feel that to do so rigorously
could require an individual manuscript for each mode, and therefore is not appropriate for
this paper. We further explain this issue using ENSO. The teleconnection changes in these
simulations have been explored in Brown et al. (2020) ENSO teleconnections are often
computed using composites - there were serious issues dealing with the changes in the mean
state conflating with the teleconnections changes (after Cai et al. (2014)). Additionally
ENSO teleconnections may not be reciprocal for the different phases.

- p22/23: Perhaps cite the figures and panels that support each statement as such
references are at times unclear. Some figures seem to clearly contradict the statements
made.
We worked through the manuscript again to ensure that the statements cover both the
global and the regional scale to avoid misunderstandings
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