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Abstract. Energy balance models (EBM) are highly simplified systems of the climate system. The global temperature is
calculated by the radiation budget through the incoming energy from the Sun and the outgoing energy from the Earth. The
argument that the temperature can be calculated by the simple radiation budget is revisited. The underlying assumption for
a realistic temperature distribution is explored: One has to assume a moderate diurnal cycle due to the large heat capacity

and the fast rotation of the Earth. Interestingly, the global mean in the revised EBM is very close to the originally proposed

value. A linearized EBM implicitly assumes the heat capacity and the fast rotation arguments. The main point is, that the
effective heat capacity and its temporal variation over the daily/seasonal cycle needs to be taken into account when estimatin
surface temperature from the energy budget. The time dependent-EBM predicts a flat meridional temperature gradient for large

heat capacitieswhich-can-be-related-to-very-effective-vertical-diffusion—, Motivated by this finding, sensitivity-experiments-a

sensitivity experiment with a complex model are-is performed where the vertical diffusion in the ocean has been increased.

The resulting elimate-shows—a-flat meridional temperature gradient and a-deeper-thermeeline—reduced seasonal cycle is also

found in climate reconstructions, Fhe-common-pattern-of surface-temperature-anomalies-and-elimate reconstruetions suggests

suggesting a possible mechanism for past climate changes prior to 3 million years ago.
Keywords. Energy balance model, Earth system modeling, Temperature gradient, Climate change, Climate sensitivity, Cli-

mate reconstructions

1 Introduction

Energy balance models (EBMs) are among the simplest climate models. They were introduced almost simultaneously by
Budyko (1969) and Sellers (1969). Because of their simplicity, these models are easy to understand and facilitate both analytical
and numerical studies of climate sensitivity (Peixoto and Oort, 1992; Hartmann, 1994; Saltzmann, 2001; Ruddiman, 2001;
Pierrehumbert, 2010). A key feature of these models is that they eliminate the climate’s dependence on the wind field, ocean
currents, the Earth rotation, and thus have only one dependent variable: the Earth’s near-surface air temperature T.

With the development of computer capacities, simpler models have not disappeared; on the contrary, a stronger emphasis
has been given to the concept of a hierarchy of models’ as the only way to provide a linkage between theoretical understanding

and the complexity of realistic models (von Storch et al. 1999; Claussen et al. 2002). In contrast, many important scientific
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debates in recent years have had their origin in the use of conceptually simple models (Le Treut et al., 2007; Stocker, 2011),
also as a way to analyze data (Kohler et al., 2010) or complex models (Knorr et al., 2011).

Pioneering work has been done by North (North, 1975a, b; 1981; 1983) and these models were applied subsequently (e.g.,
Ghil, 1976; Su and Hsieh, 1976; Ghil and Childress, 1987; Short et al., 1991; Stocker et al., 1992; North and Kim, 2017).
Later the EMBs were equipped by the hydrological cycle (Chen et al., 1995; Lohmann et al., 1996; Fanning and Weaver ,1996;
Lohmann and Gerdes, 1998) to study the feedbacks in the atmosphere-ocean-sea ice system. One of the most useful examples
of a simple, but powerful, model is the one-/zero-dimensional energy balance model. As a starting point, a zero-dimensional

model of the radiative equilibrium of the Earth is introduced (Fig. 1)
(1—a)STR? = 41 R*coT* 1)

where the left hand side represents the incoming energy from the Sun (size of the disk= shadow area 7 R?) while the right hand
side represents the outgoing energy from the Earth (Fig. 1). T is calculated from the Stefan-Boltzmann law assuming a constant
radiative temperature, S is the solar constant - the incoming solar radiation per unit area— about +367#-m=21367 Wm 2, «
is the Earth’s average planetary albedo, measured to be 0.3. R is Earth’s radius = 6:37+>1+6°6.371 - 10° m, o is the Stefan-
Boltzmann constant = 567 +0=5H<4m—=25=15.67 - 10 8JK *m ?s”!, and ¢ is the effective emissivity of Earth (about
0.612) (e.g., Archer 2010). The geometrical constant 7R? can be factored out, giving

(1—a)S =4eaT* 2)

Solving for the temperature,

J(1—a)S

deo

T= 3)

Since the use of the effective emissivity e in (1) already accounts for the greenhouse effect we gain an average Earth temperature
of 288 K (15°C), very close to the global temperature observations/reconstructions (Hansen et al., 2011) at 14°C for 1951-
1980. Interestingly, (3) does not contain parameters like the heat capacity of the planet. We will explore that this is essential
for the temperature of the Earth’s climate system.

Schwartz (2007) stressed out that the effective heat capacity is not an intrinsic property of the climate system but is reflective

of the rate of penetration of heat energy into the ocean in response to the particular pattern of forcing and background state.

We will evaluate the effect of the effective heat capacity in the climate system. Wang et al. (2019) showed a pronounced low

equator-to-pole gradient in the annual mean sea surface temperatures is found in a numerical experiment conducted with a

coupled model consisting of an atmospheric general circulation model coupled to a slab ocean model in which the mixed-layer

thickness is reduced. In the present paper, it is shown that the heat capacity is linked to the long-lasting question of a low

equator-to-pole gradients during the Paleogene/Neogene climate (Markwick, 1994; Wolfe, 1994; Sloan and Rea, 1996; Huber
et al., 2000; Shellito et al., 2003; Tripati et al., 2003; Mosbrugger et al.

2005). Those published temperature patterns resemble

2

the high latitude warming (with moderate low latitude warming) and reduced seasonality.
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2 A closer look onto the spatial distribution

Let us have a closer look onto (1) —Fhe-and consider local radiative equilibrium of the Earth is-at each point. Fig. 2 shows the

latittude-longitude dependence of the incoming short wave radiation. The global mean temperatures are not affected by the tilt
(Berger and Loutre 1991; 1997; Laepple and Lohmann 2009). We assume an idealized geometry of the Earth, no obliguity and
no precession, which makes an analytical calculation possible.

The incoming radiation goes with the cosine of latitude ¢ and longitude ©, and there is only sunshine during the day.

Fig. 2a shows the latitudinal dependence. As we assume no tilt (this assumption is later relaxed), the latitudinal dependence is
we can define the angle © anti-clockwise on the for the sun-shining side between —7/2 and 7/2. We define the maximal
insolation always at © = 0 which is moving in time. In the panel, the Earth’s rotation is schematically sketched as the red
arrow, and we see the time-dependence in the right-hand side. It is noted that the geographical longitude can be calculated

by mod(© — 27 - t/24,27) where t is measured in hours and mod is the modulo operation. Summarizing our geometrical

considerations, we can now write the local energy balance as

eoT? = (1—a)ScospcosOx 1, /ococn/2(O) - cosyp - cos© for —7/2<0O© <7/2 4)

Integration of (4) over the Earth surface is

/2 /o /2 /2

/ /60T4Rcosg0d@ Rdp = (1-w)S / Rcos? pdyp - / Rcos®dO
—7/2 0 —7/2 —7/2
/2 /ox /2 /2

60R2i—: / /T4 cospd® | dp = (1—a)SR? / cos? pdyp - / cos©dO
—m/2 \O —m/2 —m/2

z 2
ecdrT? = (1—a)Sw 5)

giving a similar formula as (3) with the definition for the average T%.

What we really want is the mean of the temperature 7. Therefore, we take the fourth root of (4):

4/ (1 —a)Scospcos®
T\/( PrEOD apcocaa(©). for Zm/250 <2 (®)
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and zero elsewhere. If we calculate the zonal mean of (6) by integration at the latitudinal cycles we have

—7/2

(1—a)Scos cos@
o) = & [ £
—7\'/2
ve f /8) (
o 72 1/4 4 (].—Oé)S 1/4 o 1 F(5 8 ) ) 4 1_a)S
= 5 / (cos©)/*dO 1o (cos) =0.608 5= T(0/8) 2008 1o (cos )17
—7/2 —_——

2.700,/7L(5/8)/T(9/8)

as a function on latitude (Fig. 3). I' is Euler’s Gamma function with I'(z - 1) = zI'(z). When we integrate this over the

latitudes, we obtain

w/2 /2
0.608 1 T(5/8) f(I-a)s s/
> 2vaar(oR) Ve / (cosip)™dip

—/2 DN —m/2

[ —
1.862,/7T(9/8)/T(13/8

1

5 / T(p) cospdp =

T

®)

11 I(5/8) ./1-a)S V28 J(1—a)S
MQ V2T(13/8) V  deo 0:560 7 = 0.4v/2m0.500

——

Therefore, 7-=163K-the mean temperature is a factor 8:566-0.41/2 ~ 0.566 lower than 288 K as stated at (+)}-3) and would
be T =163 K. The standard EBM in Fig. 1 has imprinted into our thoughts and lectures. We should therefore be careful and

pinpoint the reasons for the failure.

What happens here is that the heat capacity of the Earth is neglected %mmg—mgh%%e%empefa&ﬁeﬂwefy—}wand there is

a strong non-linearity of the outgoing radiation. ¥

3 The heat capacity and fast rotating body

The energy balance shall take the heat capacity into account:

CpoT = (1-1-a)ScospcosO: cosy - cosO :Ve\qj:f X1 r/2<c0<n/21(O) for —7/2< O <7/2
= —eoT* elesewhere ©)

with C,, representing the heat capacity multiplied with the depth of the atmosphere-ocean layer (C), is in the order of 107 —
108J K ~1'm=2). If we consider the zonal mean and averaged over the diurnal cycle, we can assume that the heat capacity is
mainly given by the eeeanatmosphere and the uppermost ocean and soil. Observational evidence is that the diurnal variation
of the ocean surface is in the order of 0.5-3 K with highest values at favorable conditions of high insolation and low winds
(Stommel, 1969; Anderson et al., 1996; Kawai and Kawamura, 2002; Stuart-Menteth, et al. 2003; Ward, 2006). A-significant
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9-To simplify (9), the energy balance is integrated over the longltude and ever-the-dayday, and assume that the variation due
2

to the diurnal cycle is weak, With 7' = - TdO, we find

0
2 27
S 1 - 1
T(t) = / T(t)d® with T*=~ T*de
2m o
0 0
and-therefore-
/2 27
i 1 . 4 S 74
CroT = (1704)500590'% cos@d@feolg T°dO 70 = (lfa);cosgofeaT (10)
—m/2 0

2

giving the equilibrium solution

_afd 41 -a)S 1/4
= \/; i (cosp) an

shown in Fig. 3 as the read linewith-the-mean-. The global mean temperature is

7r/2

o ( 1— 4 1.862 (9/8) 4 (1 /
\/7 COS(p 5/4d(,0 \/7 \/> 13//8 20.989 —0989

—71'/2
—_—
1862, /FD(9/8)/T(13/8)

A= ; A i ~which is very similar to 288 K from (3).

A numerical solution of (9) is shown as the brownish dashed line in Fig. 3 where the diurnal cycle has been taken into

account and €', = Cy has been chosen as the atmospheric heat capacity
Cy = cpps/g=1004JK'kg™'-10°Pa/(9.81ms %) =1.02- 10" JK ~'m >

which is the specific heat at constant pressure c,, times the total mass p;/g. ps is the surface pressure and g the gravity. The
global mean temperature 7" is 286 K, again close to 288 K.
balance models. Indeed the linearization

is performed around 0°C (North et al., 1975a, b; Chen et al., 1995; Lohmann and Gerdes, 1998; North and Kim, 2017) and is

uite often the linearization the long wave radiation eoT* is linearized in ener

formulated as A + B - 7" with 7" being measured in °C. As the temperatures based on the local energy balance without a heat
capacity would vary between 7,,,;,, — 0 K and 7, = /2288 K = 407 K, a linearization would be not permitted. Therefore
the linearization implicitely assumes the above heat capacity and fast rotation arguments.

The effect of heat capacity is systematically analyzed in Fig. 4. The temperatures are relative insensitive for a wide range

of Cy,. We find a severe drop in temperatures for heat capacities below 0.01 of the atmospheric heat capacity Cp. We-find
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furthermore-Fig. 5 shows the temperature dependence for different values of C,, and the length of the day, indicating a pro-
nounced temperature drop during night for low values of heat capacities and for lerng-days—-e-g—(hypothetical) long days of
240 h instead of 24 h)-affectine—thezonal-temperatures—<(4- older-at-the equator)-1tis an-interesting thought experi

e— We have chosen this feature for a particular latitude
here: 45°N). The analysis shows that the effective heat capacity is of great importance for the temperature, this depends on the

atmospheric planetary boundary layer (how well-mixed with small gradients in the vertical) and the depth of the mixed layer

in the ocean -

4 Meridional temperature gradients

Equation (10) shall be the starting point for further investigations. One can easily include the meriodional-meridional heat
transport by diffusion which has been previously used in one-dimensional EBMs (e.g. Adem, 1965; Sellers, 1969; Budyko,
1969; North, 1975a,b). In the following we will drop the tilde sign. Using a diffusion coefficient k, the meridional heat transport
across a latitude is HT = —kVT'. One can solve the EBM

C,oT = V-HT—|—(1—a)§cos<p—eoT4 . (13)
™

numerically. The boundary condition is that the HT at the poles vanish. The values of k are in the range of earlier studies (North,
1975a,b; Stocker et al., 1992; Chen et al., 1995; Lohmann et al., 1996). Fig. 6 shows the equilibrium solutions of (13) using
different values of k (solid lines). The global mean temperature is not affected by the transport term because of the boundary
condition with zero heat transport at the poles. The same is true if we introduce zonal transports because of the cyclic boundary
condition in §—direction.

Until now, we assumed that the Earth’s axis of rotation were vertical with respect to the path of its orbit around the Sun.
Instead Earth’s axis is tilted off vertical by about 23.5 degrees. As the Earth orbits the Sun, the tilt causes one hemisphere to
receive more direct sunlight and to have longer days. This is a redistribution of heat with more solar insolation at the poles and
less at the equator (formally it could be associated to an enhanced meridional heat transport HT). The resulting temperature is
shown as the dotted blue line in Fig. 6. A spatially constant temperature in (1) can be formally seen as a system with infinite

diffusion coefficient k — oo (black line in Fig. 6).
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The global mean temperatures are not affected by the tilt and the values are identical to the one calculated in (12). This is
true even if we calculate the seasonal cycle (Berger and Loutre, 1991; 1997; Laepple and Lohmann, 2009). However, if we
include non-linearities such as the ice-albedo feedback (« as a function of T), the global mean value is changing (Budyko,
1969; Sellers, 1969; North et al., 1975a, b), cf. the dashed blue line in Fig. 6. Such model can be improved by including an
explicit spatial pattern with a seasonal cycle to study the long-term effects of climate to external forcing (Adem, 1981; North et
al., 1983) or by adding noise mimicking the effect of short-term features on the long-term climate (Hasselmann, 1976; Lemke,
1977; Lohmann, 2018).

As a logical next step, let us now include an explicit seasonal cycle into the EBM:
CooT = V-HT + (1—a)S(p,t) — eaT* . (14)

with S(¢,t) being calculated daily (Berger and Loutre, 1991; 1997). Eq. (14) is calculated numerically for fixed diffusion
coefficient k = 1.5 - 10m? /s under present orbital conditions. Fig. 7 indicates that the temperature gradient is getting flatter
for large heat capacities. Furthermore, the mean temperature is affected by the choice of Cj,. In the case of large heat capacity
at high latitudes (for latitudes polewards of ¢ = 50°) and moderate elsewhere, we observe strong warming at high latitudes
with moderate warming at low latitudes (dashed curve). This again indicates that we cannot neglect the time-dependent left
hand side in the energy balance equations, both for the diurnal (9) as well as the seasonal (14) cycle for the temperature budget.

In both considered cases, at strong diurnal /or seasonal amplitude lowers the annual mean temperature.

Fig. 8 shows the seasonal amplitude for the C),-scenarios as indicated by the blue and dashed black lines, respectively.

e-gKn ; g Hle - —van-derHeydtetal : The larger the seasonal contrast, the
colder is the climate. Let us define here - as the averaging over a time period (here the seasonal cycle), then T4 > T4 which is
consistent with Holder’s inequality (Rodgers, 1888; Holder 1889; Hardy et al., . s i i

We see the large variation in the seasonal cycle AT =T, . — Dwinter for the blue line in Fig. 8 as compared to the
dashed line. A mean change in the net long wave radiation can be approximated by the mean of summer and winter values

e - 0.5(T* + T4 which is up to 10 Wm 2 higher than eo - (0.5 - (T, 4 if the seasonal cycle is

damped as in the dashed line of Fig. 8. This implies that a lower seasonal cycle provides for a significant warming. If we would
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consider a linear model A 4+ B - T” with T’ being measured in °C for the long-wave radiation, the differences between the blue
and the dashed line would be much lower, due to the absence of the non-linearity in net long wave radiation change.

5 Meridional temperature gradient in a complex model

» 2000;-Mesbrugger-a complex circulation model is used where the seasonal cycle is reduced by enhanced vertical mixing in
the ocean. To make a rough estimate of the involved mixed layer, one can see that the effective heat capacity of the ocean is
time-scale dependent. A diffusive heat flux goes down the gradient of temperature and the convergence of this heat flux drives
aocean temperature tendency:

CpoiT = —0:(k°0.T) (15)

2

s~1, and C° the oceanic heat capacity relevant on the specific

time scale. The vertical eddy diffusivity k, can be estimated from climatological hydrographic data (Olbers et al., 2005 Kneorr

varies roughly between 10~° and 10~*m?2 s~! depending on depth and region, A scale analysis of (15) yields a characteristic

depth scale hp through

AT AT
= kv 2 hT - kv At (16)
At 2T R S

For the diurnal cycle A7 is less that half a meter and the heat capacity generally less than that of the atmosphere. The seasonal
mixed layer depth can be several hundred meters (e.g., de Boyer Montégut et al.(20H2)shewed-that-the-oceanic—state—inthe

0 ; peratires,-and-tow perature erad —Gleba

—, 2004). As pointed out by Schwartz (2007), the effective heat capacity that reflects only that portion of the global heat
capacity that is coupled to the perturbation on the timescale of the perturbation. In the context of global climate change induced

by changes in atmospheric composition on the decade to century timescale the effective heat capacity is subject to change in

heat content on such timescales.

In order to test the effective heat capacity/mixing hypothesis, we employ the coupled climate model COSMOS which was
developed at the Max-Planck Institute for Meteorology in Hamburg (Jungclaus et al., 2000). The model contains explicit diurnal
and seasonal cycles, it has no flux correction and has been successfully applied to test a variety of paleoclimate hypotheses,
ranging from the Miocene climate (Knorr et al., 2011; Knorr and Lohmann, 2014; Stein et al., 2016), the Pliocene (Stepanek
and Lohmann, 2012) as well as glacial (Zhang et al., 2013; 2014) and interglacial climates (Wei and Lohmann, 2012; Lohmann
et al., 2013; Pfeiffer and Lohmann, 2016).
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In order to mimick the effect of a higher effective heat capacity and deepened mixed layer depth, the vertical mixing coefficient

is increased in the ocean, changing the values for the background vertical diffusivity (arbritarily) by a factor of 25-—The-25,

roviding a deeper thermocline. The mixing has a background value plus a mixing process strongly influenced by the shears of
the mean currents. Although observations give a range of values of &, for the ocean interior, models use simplified physics and
rescribe a constant background value. The model uses a classical vertical eddy viscosity and diffusion scheme (Pacanowski

and Philander, 1981). The-orbital-Orbital parameters are fixed to the present condition. The-changed-vertical-mixingcoefficients

Fig. 9 shows the anomalous near surface temperature for the new vertical mixing experiment relative to the control climate
(Wei and Lohmann, 2012). Both simulations were run over 1000 years of integration in order to receive a quasi-equilibrium
at the surface. The differences are related to the last 100 years of the simulation. In the vertical mixing experiment k, was
enhanced (factor-of 25-isretated-to-a—~-5-times-deeperthermoeline-aceording-to-t16))-leading to more heat uptake-is taken up
by the ocean and-producing equable climates with pronounced warming at polar latitudes (Fig. 9--in-a-similar-way-as-in-the
EBM-(Fig-—7)-). Heat gained at the surface is diffused down the water column, and, compared to the control simulation, the
wind-induced Ekman cells in the upper part of the oceans intensified and deepened. Furthermore, the model indicates that the
respective winter signal of high-latitude warming is most pronounced (Fig. 9), decreasing the seasonality, also-consistent-with

suggesting a common signal of pronounced warming and weaker seasonality, a feature already seen in our EBM (Fig. 8-).

Previous studies have noted that changing the ocean mixed layer depth impacts the climatological annual mean temperature
Schneider and Zhu, 1998; 2004; Donohoe et al., 2014; Wang et al., 2019). The increased heat capacity of the mixed
layer reduced the magnitude of the st

ast, a strong warming at high latitudes is reconstructed for the Pliocene, Miocene, Eocene periods (Markwick, 1994; Wolfe,

1994; Sloan and Rea, 1996; Huber et al., 2000; Shellito et al., 2003; Tripati et al., 2003; Mosbrugger et al., 2005; Utescher and

Mosbrugger, 2007). It is a conundrum that the modelled high latitudes are not as warm as the reconstructions (e.g., Sloan and
Rea, 1996; Huber et al., 2000; Mosbrugger et al., 2005; Knorr et al., 2011; Dowset et al., 2013). The low latitude warming is
only moderate. Inspired by the EBM and GCM results, we may think of a climate system having a higher effective heat capacit

roducing a reduced seasonal cycle and flat temperature gradients. The changed vertical mixing coefficients are mimickin
., Lambeck 1977; Green and Huber, 2013

iao et al.,

ossible effects like weak tidal dissipation or abyssal stratification (e. but its explicit
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It might be that the more effective mixing provides an explanation that high latitudes were much warmer than present and more
equable in that the summer-to-winter range of temperature was much reduced (Sloan and Barron, 1990, Valdes et al., 1996;

Sloan et al., 2001; Spicer et al. 2004).

2002:Prange-Interestingly, it has been suggested that the tight link between ocean temperature and CO5 formed only durin
the Pliocene when the thermocline shoals and surface water became more sensitive to CO5 (La Riviere et al., 2012) which

is therefore of major importance for the understanding of the climate-carbon cycle (Wiebe and Weaver, 1999; Zachos et al.,
2003 Rahmstorfetal; 2006 Greenand-Huber, 2643 Pe-2008; de Boer and Hogg, 2014ﬂile~]:avefgﬂee{—31—%9}6~l=lu{ehmseﬂ

This manuscript revisits the relationship between the (global mean) surface temperature of the Earth and its radiation budget
as is frequently used in Energy balance models (EBMs). The main point is, that the effective heat capacity and its temporal
WMIWMMW%&@
budgete

values-for-the-computed-variables—Energy-balance-models-. EMBs provide a crucial tool in climate research, espemally because

they - confirmed by the results of the elaborate realistic climate models - describe the processes essential for the genesis of

the global climate. EBMs are thus an admissible conceptual tools, due to its reduced complexity to the essentials "scientific

understanding” represents (von Storch et al., 1999). This understanding states that the radiation balance on the ground and

10
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the absorption in the atmosphere are the essential factors for determining the temperature. Eq. (3) says that the temperature is

independent of the size of the Earth and the thermal characteristics, but depends on the albedo, emissivity and solar constant.
The argument follows the +st-15* law of thermodynamics on the conservation of energy: in steady state the Earth has to

emit as much energy as it receives from the Sun. However, I argue that we shall explicitly emphasize the Earth as a rapidly

rotating object with a significant heat capacity in our EBMs. Without these effects, the global mean temperature would be in

the-erder-of163-K-much lower. This description can be better used for objects like the Moon or Mercury (Vasavada et al.
1999) as slowly rotating bodies without significant heat capacity. The Earth system understanding says that these effects are

important for the radiation balance, other processes - like horizontal transport processes - are only of secondary importance for

the globally averaged temperature. The linearization of the long wave radiation in several models (North et al., 1975a, b; Chen
et al., 1995) implicitely assumes the above heat capacity and fast rotation arguments. Fhis-linearizationis-differentfrom-the

dfﬁefeﬁ%bemadweeﬁéﬂeﬁréfeﬁweverwew—%e%@%homcaﬂy, the global mean tmmm the revised EBM is

very close to the original proposed value.

As a basic feature, we detect the strong dependence of the temperature distribution on the effective heat capacity linked to the

mixed-layer depth. A change in the mixed layer depth which likely happened through glacial-interglacial cycles (e.g. Zhang et

al., 2014) is-can therefore an important driver constraining climate sensitivity (Kohler, et al., 2010). This could be also relevant

for future climate change when the ocean stratification can change. It-weuld-be-interesting-to-include-atemperature-dependent

studies should use improved representations of vertical mixing processes including turbulence, tidal mixing, hurricanes and
wave breaking (e.g., Qiao et al., 2004; Huber et al., 2004; Simmons et al., 2004; Korty et al., 2008; Griffiths and Peltier,
2009; Green and Huber, 2013; Reichl and Hallberg, 2018) %eeu%é%&fha%ﬁefhmafeﬁede}&hav&fe%&de-mﬁed%eﬁfef
see Munk and Wunsch

1998). In numerical modelling, the values are also constrained by the required numerical stability and to fill gaps left by other

models treat ocean vertical mixing as static, although there is little reason to suspect this is correct (e.g.

11



arameterisations (e.g., Griffies, 2005). As a natural next step, one ean-analyze-the-climate-dependent-heat-transport-dueto

shall analyze the ocean mixing/heat uptake (Luyten et al.
1983; Large et al., 1994)-and-ecean-mixingtheatuptake; Nilsson, 1995; Munk-and-Wunseh; 1998 Wunseh-and Ferrar; 2004;

Olbers-and-Eden;2017)) to understand past, present and future temperatures.
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Figure 1. Schematic view of the energy absorbed and emitted by the Earth following (1). Modified after Goose (2015).
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Figure 2. Latitudinal (a) and longitudinal (b) dependence of the incoming short wave radiation. On the right hand side, the insolation as a

function of latitude ¢ and longitude © with maximum insolation (1 — «)S is shown. See text for the details.
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Figure 3. Latitudinal temperatures of the EBM with zero heat capacity (7) in cyan (its mean as a dashed line), the global approach (3) as
solid black line, and the zonal and time averaging (11) in red. The dashed brownish curve shows the numerical solution by taking the zonal

mean of (9).
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Figure 4. Temperature depending on C}, when solving (9) numerically. The reference heat capacity is the atmospheric heat capacity C; =

1.02-10"JK ~'m™2. The climate is insensitive to changes in heat capacity C), € [0.05-CF,2-Cpl.
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Figure 5. Temperature dependence on heat capacity (and rotation rate) when analyzing the diurnal cycle at 45°,
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Figure 6. Equilibrium temperature of (13) using different diffusion coefficients. C;, = C}. The blue lines use 1.5- 10%m? /s with no tilt (solid
line), a tilt of 23.5° (dotted line), and as the dashed line a tilt of 23.5° (present value) and ice-albedo feedback using the respresentation of

Sellers (1969). Except for the dashed line, the global mean values are identical to the value calculated in (12). Units are °C.
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Figure 7. Annual mean temperature depending on C), when solving the seasonal resolved EBM (14) numerically. For all solutions, we use

use k = 1.5-10%m? /s, present day orbital parameters, and the ice-albedo feedback using the respresentation of Sellers (1969).
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Figure 8. Seasonal amplitude of temperature for the two extreme scenarios in Fig. 7, indicating that a lower seasonality dashed-black relative

to the blue line is linked to warmer annual mean climate.
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Figure 9. Anomalous near surface temperature for the vertical mixing experiment relative to the control climate. a) Mean over boreal winter
and austral summer (DJF), b) Mean over austral winter and boreal summer (JJA). Shown is the 100 year mean after 900 years of integration

using the Earth system model COSMOS. Units are °C.
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Answer to interactive comment of #referee 1 on
Temperatures from Energy Balance Models: the effective heat
capacity matters

Gerrit Lohmann'?

L Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research, Bremerhaven, Germany
2 University of Bremen, Bremen, Germany

Thanks for the constructive critics in the Interactive comment on Earth Syst. Dynam. Discuss., https://doi.org/10.5194/esd-
2019-35, 2019. by referee #1. In the following, I will repeat and answer to these comments. Furthermore, the actions are

described.

Comment

This manuscript revisits the relationship between the (global mean) surface temperature of the Earth and its radiation budget
as is frequently used in Energy balance models (EBMs). The main point is, that the effective heat capacity (and its temporal
variation over the daily/seasonal cycle) needs to be taken into account when estimating surface temperature from the energy
budget. The results of this exercise together with coupled ocean-atmosphere GCM simulations lets the author suggest a po-
tential mechanism for the relatively low equator-to-pole temperature gradient in past warm climates that has been observed in
proxy data, but remains difficult to reproduce with GCMs. The paper includes a very useful discussion about general properties
of the energy balance of the Earth and this certainly justifies publication in ESD. However, I have two main comments to be

improved on before I can recommend publication.

Comment 1a)

The theoretical arguments should be much better explained. This holds in particular for sections 2 and 3. For example, after
or before eq. (4), it should be very explicitly explained which variables become lat-lon dependent, and which not. Otherwise
eq. (4) and the analysis that follows is very hard to understand (or reproduce). In my view, if you consider the local energy
balance, temperature T, emissivity and albedo «, should be spatially dependent and therefore this should have consequences

for the following integration. If they are not spatially dependent, then it should be clearly stated why not.

Answer/Action

Indeed, eq. (4) can be better explained. I have rewritten section 2, added a figure, and I think the notation is now clearer.

The incoming radiation goes with the cosine of latitude ¢ and longitude ©, and there is only sunshine during the day.
Fig. 1a shows the latitudinal dependence. As we assume no tilt (this assumption is later relaxed), the latitudinal dependence is
a function of latitude only: cos . On the right-hand side, the function is shown. Fig. 1b shows the latitudinal dependence is a

function of longitude: cos© for the sun-shining side of the Earth, and for the dark side of the Earth it is zero. For simplicity,



a)

Hi 4

0 T T T
-m/2 0 n/2
latitude ¢
b) max
0
- -m/2 0 n/2 T
longitude ®

Figure 1. New Figure 2 in the paper: Latitudinal (a) and longitudinal (b) dependence of the incoming short wave radiation. On the right hand

side, the insolation as a function of latitude ¢ and longitude © with maximum insolation (1 — &) S is shown. See text for the details.

we can define the angle © anti-clockwise on the for the sun-shining side between —7/2 and 7/2. We define the maximal
insolation always at © = 0 which is moving in time. In the panel, the Earth’s rotation is schematically sketched as the red
arrow, and we see the time-dependence in the right-hand side. It is noted that the geographical longitude can be calculated
by mod(© — 27 - t/24,27) where t is measured in hours and mod is the modulo operation. Summarizing our geometrical

considerations, we can now write the local energy balance as
eoT?=(1-a)S - cosy - cosO for —7/2<0O© <7/2 (1)

and zero during night for © < —m/2 or © > 7 /2. Temperatures based on the local energy balance without a heat capacity
would vary between Ty, = 0 K and o = 4/ U225 = /2. /U220 — (/5. 988 K = 407 K.
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Integration of (1) over the Earth surface is

/2 /on /2 /2
/ /60T4Rcos<pd@ Rdp = (1-«a)S / Rcos® pdyp - / Rcos©dO

—x/2 \D —x/2 —x/2

w/2 /27 /2 /2
eaRZj—;/ /T4c0s<pd® dp = (1—a)SR? / cos® pdy - /cos@d@

—7/2 \0 —7/2 —7/2

z 2
ecdnTt = (1—a)Sm

giving a similar formula as (3, in the paper) with the definition for the average T4.

What we really want is the mean of the temperature 7. Therefore, we take the fourth root of (1):

af (1—
T= \/( )5 cospcos® for —m/2<O© <7/2

€0

and zero elsewhere. If we calculate the zonal mean of (3) by integration at the latitudinal cycles we have

—7/2

T(p) = / \/1 Scoscpcos@d®
—7r/2
va (i-a) 65/8) of1-a)
_ V2 1/4 J(1—ao)S e 1 T(/8) 4/(1-a)S 14
= 5 /(cos@) doe 1o (cos ) = %= T(9/3) 1o (cosp)
—m/2 —_——
~0.608
Vrl(5/8)/T(9/8)

2)

3)

“4)

as a function on latitude (Fig. 3 in the paper). I" is Euler’s Gamma function with I'(z + 1) = 2I'(x). When we integrate this

over the latitudes, we obtain

/2 /2
_ 1 1 J(l—«
T = 5 / T((p) COS(pd(p e 5 9/8 P / COS(p 5/4d(,0
—7/2 —7/2
| ——
V7l(9/8)/T(13/8)
1 1 I'(5/8) \/1—75 V28 L[1-a)S
2 \/2T(13/8) deo 4 5 dec
04f~0 566

®)

Therefore, the mean temperature is a factor 0.4v/2 ~ 0.566 lower than 288 K as stated at (??) and would be T =163 K.

The standard EBM in Fig. 1 (in the paper) has imprinted into our thoughts and lectures. We should therefore be careful and

pinpoint the reasons for the failure. What happens here is that the heat capacity of the Earth is neglected and there is a strong

non-linearity of the outgoing radiation.
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Comment 1b)
I find it very puzzling that the heat capacity C), does not explicitly appear in eq. (11), although I clearly see how you get

there. A few words of explanation would be very useful to the (less-expert) reader.

Answer/Action
Indeed, the equilibrium solution is calculated from (10) as there is no time-dependence due to the integration over longitude

and day. In the revised version, I was better to avoid the notation of the 1[_ j2<e<x/2)(©) function. The formulation is now

C,0T = (1—a)S-cosp-cos® —eoT? for —m/2< O <7/2

= —eoT? elesewhere

Now, it becomes clear that the equilibrium solution is given. I write explicitly in line 20-21 of page 4, and line 1 on page 5

how the averaging is done.

Comment 1c¢)
Then, after eq. (12) the reference heat capacity is chosen as the atmospheric heat capacity. Why is that? Above in the text

you have said that the heat capacity is manly given by the ocean, so why do you use the atmospheric heat capacity here?

Answer/Action

Yes, the effective heat capacity is time-scale dependent. For the day and night cycle values in the order of the atmospheric
heat capacity are realistic for our Earth with 24 h rotation. In the revised version, I am more explicit here and show how the
temperature would change in a slowly rotating planet (new Fig. 5).

In the section 5; I have added a discussion of the effective heat capacity. For the diurnal cycle hp is less that half a meter
and the heat capacity generally less than that of the atmosphere. The seasonal mixed layer depth can be several hundred meters
(e.g., de Boyer Montégut et al., 2004). As pointed out by Schwartz (2007), the effective heat capacity that reflects only that
portion of the global heat capacity that is coupled to the perturbation on the timescale of the perturbation. In the context of
global climate change induced by changes in atmospheric composition on the decade to century timescale the effective heat
capacity is subject to change in heat content on such timescales. For the seasonal cycle and longer time scales, this issue is more
difficult. I tried to avoid realistic scenarios, because than one would have to define geographical details. There is no demand

for realism here.

Comment 1d)
A bit more explanation and motivation should also enter the fact that in one case in Fig. 5 you use a latitudinal dependent

heat capacity (in the text just after eq. (12)). How exactly? And what is the motivation for that?

Answer/Action
Yes, this can be better motivated. The high latitudes have a much higher effective heat capacity due to the deeper mixed

layer at high latitudes. It is just an assumption, see above.
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Comment 1le)

On page 6, line 18, the temperatures T1 and T2 remain unexplained!

Answer/Action
In the revised version, these temperatures are better explained. It is a back-on-the-envelope calculation to see the main

argument. I replaced this section by

Fig. 8 shows the seasonal amplitude for the C),-scenarios as indicated by the blue and dashed black lines, respectively.

Kn - -8 - v y - : The larger the seasonal contrast, the
colder is the climate. Let us define here - as the averaging over a time period (here the seasonal cycle), then 7% > T4 which is
consistent with Holder’s inequality (Rodgers, 1888; Holder 1889; Hardy et al., ; St; i i

a tc O t

dashed line. A mean change in the net long wave radiation can be approximated by the mean of summer and winter values

e -0.5(T + T2 which is up to 10WWm 2 hi 4 if the seasonal cycle is

damped as in the dashed line of Fig. ??. This implies that a lower seasonal cycle provides for a significant warming. If we
would consider a linear model A + B -T" with T’ being measured in °C for the long-wave radiation, the differences between
the blue and the dashed line would be much lower, due to the absence of the non-linearity in net long wave radiation change.

Comment 2)

The second point relates to the vertical mixing in the ocean. It is interesting to see how the vertical mixing in the ocean
obviously can affect the equator-to-pole surface temperature gradient. However, why should the vertical mixing be so different
in the Palaeogene/Neogene before 3 Ma? Tidal dissipation can play a role, but also bathymetry and probably also the number
and specific geometry of the ocean gateways. But so far, this remains very speculative and unmotivated in the manuscript.
For example, how does the factor 25 in the vertical mixing coefficient that is used in the GCM simulations relate to expected

changes in vertical mixing due to tides and bathymetry?

Answer/Action
The manuscript is admittedly a little vague at this point. A more explicit statement about a more explicit calculation of the

vertical mixing is beyond the scope of the present paper. I will add more literature dealing with bathymetry, tides and geometry
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of the ocean in the revised version. stressed out that The effective heat capacity is not an intrinsic property of the climate system
but is reflective of the rate of penetration of heat energy into the ocean in response to the particular pattern of forcing and the
background state (Schwartz, 2007). I mentioned the relevance for climate warming scenarios.

However, I have boiled down this chapter, rewrote most of it, and shortened it considerably. The factor of 25 is arbritary. I
wrote
In order to mimick the effect of a higher effective heat capacity and deepened mixed layer depth, the vertical mixing coefficient
is increased in the ocean, changing the values for the background vertical diffusivity (arbritarily) by a factor of 25, providing a
deeper thermocline.
and later
Furthermore, the model indicates that the respective winter signal of high-latitude warming is most pronounced (Fig. 9),
decreasing the seasonality, suggesting a common signal of pronounced warming and weaker seasonality, a feature already seen
in our EBM (Fig. 8).
and
Inspired by the EBM and GCM results, we may think of a climate system having a higher effective heat capacity producing a
reduced seasonal cycle and flat temperature gradients. The changed vertical mixing coefficients are mimicking possible effects
like weak tidal dissipation or abyssal stratification (e.g., Lambeck 1977; Green and Huber, 2013), but its explicit physics is not
evaluated here.

Therefore, I deleted some text which was formally in there, given several arguments for expected changes in vertical mixing

due to tides and bathymetry.
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Answer to interactive comment of referee #2 on
"Temperatures from Energy Balance Models: the effective heat
capacity matters''

Gerrit Lohmann'+2

T Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research, Bremerhaven, Germany
2 University of Bremen, Bremen, Germany

Thanks for the detailed critics on the Interactive comment on Earth Syst. Dynam. Discuss., https://doi.org/10.5194/esd-2019-
35, 2019. by referee #2. The comments were helpful in improving the readability of the manuscript. In the following, I repeat

and answer to these comments. Furthermore, the actions are described.

Comment 1
Eq. (4)
e0T*O,9) = (1—a)S cosp cos® x l_r/2<0<n/2)(O)

is not a good description of the energy balance on the surface of the earth. A description of the spatial distribution of energy
requires an introduction of energy redistribution by ocean currents, eddies, etc. Further, sun?s declination angle should be taken
into account in order to describe reasonable spatial distribution of energy at any specific time of the year. What is described
here is, at best, an energy balance in an annual-mean sense when there is no physical mechanism for redistribution of strong

energy surplus in the equatorial region and strong energy deficit in the polar region.

Answer/Action

The left-hand side of (4) as well as the right-hand side are latitude - and longitute ©-dependent. The incoming radiation
goes with the cosine of latitude and longitude, and there is only sunshine during the day. This is noted as the 1|_ /2o <x/2)(©)
function which is zero outside the interval [—7/2 < © < 7/2]. The global mean temperature is not affected by the obliquity
and precession (Berger and Loutre 1991; 1997; Laepple and Lohmann 2009). Therefore, we ignore the Earth orbital parameters
for a while which makes an analytical calculation possible. Later in the numerical treatment, the full seasonal cycle is taken
into account (former equation (16) in the manuscript). Indeed, eq. (4) is now better explained and motivated.

I have rewritten section 2, added a figure, and I think the notation is now clearer.

The incoming radiation goes with the cosine of latitude ¢ and longitude ©, and there is only sunshine during the day.
Fig. la shows the latitudinal dependence. As we assume no tilt (this assumption is later relaxed), the latitudinal dependence is
a function of latitude only: cos¢. On the right-hand side, the function is shown. Fig. 1b shows the latitudinal dependence is a
function of longitude: cos© for the sun-shining side of the Earth, and for the dark side of the Earth it is zero. For simplicity,

we can define the angle © anti-clockwise on the for the sun-shining side between —7 /2 and 7/2. We define the maximal



0 T T T
/2 0 n/2
latitude ¢
b) max
0
- -m/2 0 n/2 T
longitude ©

Figure 1. New Figure 2 in the paper: Latitudinal (a) and longitudinal (b) dependence of the incoming short wave radiation. On the right hand

side, the insolation as a function of latitude ¢ and longitude © with maximum insolation (1 — &) S is shown. See text for the details.

insolation always at © = 0 which is moving in time. In the panel, the Earth’s rotation is schematically sketched as the red
arrow, and we see the time-dependence in the right-hand side. It is noted that the geographical longitude can be calculated
by mod(© — 27 - t/24,27) where t is measured in hours and mod is the modulo operation. Summarizing our geometrical

considerations, we can now write the local energy balance as
eoT* = (1—a)S - cosyp - cosO for —m/2<0O© <7/2 (1)

and zero during night for © < —m/2 or © > /2. Temperatures based on the local energy balance without a heat capacity
would vary between T}, = 0 K and T}y00 = 1/ % =24 % =/2-288K =407 K.
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Integration of (1) over the Earth surface is

/2 /on /2 /2
/ /60T4Rcos<pd@ Rdp = (1-«a)S / Rcos® pdyp - / Rcos©dO

—x/2 \D —x/2 —x/2

w/2 /27 /2 /2
eaRZj—;/ /T4c0s<pd® dp = (1—a)SR? / cos® pdy - /cos@d@

—7/2 \0 —7/2 —7/2

z 2
ecdnTt = (1—a)Sm

giving a similar formula as (3, in the paper) with the definition for the average T4.

What we really want is the mean of the temperature 7. Therefore, we take the fourth root of (1):

af (1—
T= \/( )5 cospcos® for —m/2<O© <7/2

€0

and zero elsewhere. If we calculate the zonal mean of (3) by integration at the latitudinal cycles we have

—7/2

T(p) = / \/1 Scoscpcos@d®
—7r/2
va (i-a) 65/8) of1-a)
_ V2 1/4 J(1—ao)S e 1 T(/8) 4/(1-a)S 14
= 5 /(cos@) doe 1o (cos ) = %= T(9/3) 1o (cosp)
—m/2 —_——
~0.608
Vrl(5/8)/T(9/8)

2)

3)

“4)

as a function on latitude (Fig. 3 in the paper). I" is Euler’s Gamma function with I'(z + 1) = 2I'(x). When we integrate this

over the latitudes, we obtain

/2 /2
_ 1 1 J(l—«
T = 5 / T((p) COS(pd(p e 5 9/8 P / COS(p 5/4d(,0
—7/2 —7/2
| ——
V7l(9/8)/T(13/8)
1 1 I'(5/8) \/1—75 V28 L[1-a)S
2 \/2T(13/8) deo 4 5 dec
04f~0 566

®)

Therefore, the mean temperature is a factor 0.4v/2 ~ 0.566 lower than 288 K as stated at (??) and would be T =163 K.

The standard EBM in Fig. 1 (in the paper) has imprinted into our thoughts and lectures. We should therefore be careful and

pinpoint the reasons for the failure. What happens here is that the heat capacity of the Earth is neglected and there is a strong

non-linearity of the outgoing radiation.



Comment 2

Eq. (8): This is a strange derivation. Let us consider outgoing longwave radiation and incoming solar radiation in the form

0T (¢,0) = (1—a)S cosg cos® X 1 ./2cocn/2(P)

where ¢ is longitute and © is latitude. Equation (1) defines energy per unit time per unit area as the dimension of o =

5.670373 x 10~ 8Wm 2K —* indicates. Thus, total incoming radiation can be written as . ..
(1—a)STR?
Similarly, total outgoing radiation can be written as ...
eocT 4m R
Thus, we arrive at

5 Toa (1-a)S
deo

Answer/Action
Your equation above (in your review eq. (1)), is basically the same as the one I used. The difference is that you defined ¢ as
longitude and © as latitude, whereas I do it in the other way round. (By the way: This is the same approach you criticized in
your comment #1.)
10 The calculation you presented is also more or less the same as mine, with one fundamental difference. In my derivation by

integration over the Earth surface
ccdrT = (1—a)Sn.

In this formula, the average T4 is calculated, not 74. Therefore,

J(1—a)S

T =
deo

. . T el o . .
15 is not correct. This argument to exchange the 74 by T was one of the motivation to write down the global energy balance in

a correct form. In order to T, one has a more lengthy calculation: If we now calculate the zonal mean of the temperature by
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integration at the latitudinal cycles we have

—7/2
(1—«)Scospcos®
T(p) = /\/ . ©
—7r/2
v
5 J(1—a)S
_ % /(COS@)1/4d@ % (COS@)1/4
—n/2
=/7T(5/8)/T(9/8)
1 T(5/8) J(1-a)S 1/4
= = T9/8) 1o (cos®)
B J(A—=a)S 1/4
= 0.608 1o (cosp)

as a function of latitude. I" is Euler’s Gamma function with I'(z + 1) = 2T'(x). When we integrate this over the latitudes, we

obtain
/2

— 1

T = §/T(<p)cos<pd<p
—7/2

w/2

VTG s T
> V3T(0/8) o /( ) tdy

—m/2
—_—————
—/AD(9/8)/T(13/8)

- ;\1[ FP 153//88 \/1_75 F
= 04\f\/ —0566\/

As a side remark: The fact that v/ 77 is higher than T is consistent with Holder’s inequality (Rodgers, 1888; Holder 1889;

Hardy et al., 1934, Kuptsov, 2001). This now mentioned in the revised version of the manuscript.

Comment 3
Specific heat is not needed to reproduce the reasonable spatial distribution of temperature. For example, 1D energy balance
model with meridional heat flux can be written as (see North and Kim, 2017; p123-134)

d J dT (1) B
1M<D0—u)du)+A+Bﬂmﬂ—Qﬂm#m

with a realistic insolation distribution function and a realistic albedo (see North and Kim, 2017 for details), we obtain a
solution as in Figure 1. The model solution is fairly similar to the observational data. Further, the diffusive heat transport in a

zonal mean sense looks very reasonable compared to that derived from satellite observations (see Figure 2).
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Answer/Action

Thanks for your comment and hinting to the important work of North and Kim (2017). As I mention in the manuscript: "The
linearization of the long wave radiation in several models (North et al., 1975a, b; Chen et al., 1995) implicitly assumes the
above heat capacity and fast rotation arguments. " Indeed, the linearized version can give a reasonable zonal mean climate.

In the revised version, I stress out this more clearly. My point is that we need a rapidly rotating object with significant heat
capacity. Without these effects, the global mean temperature would be lower.

Iinserted the text: Quite often the linearization the long wave radiation eoT* is linearized in energy balance models. Indeed
the linearization is performed around 0°C' (North et al., 1975a, b; Chen et al., 1995; Lohmann and Gerdes, 1998; North and
Kim, 2017) and is formulated as A+ B-T' with T’ being measured in °C'. As the temperatures based on the local energy
balance without a heat capacity would vary between T,,,;, =0 K and T},,4, = V2288 K = 407 K, a linearization would be
not permitted. Therefore, the linearization implicitely assumes the above heat capacity and fast rotation arguments.

I show that other processes - like horizontal transport processes - are only of secondary importance for the globally averaged
temperature (Figs. 3 and 6) The finding is furthermore important to see that the effective heat capacity (which is time-scale
dependent) has a direct influence on the global (and regional) temperatures (Figs. 4 and 5). Fig. 5 shows how the temperature

would change in a slowly rotating planet.

Comment 4

"The atmospheric circulation provides an efficient way to propagate heat along latitudes which is ignored and is a second
order effect (not shown)." This statement is erroneous. As demonstrated in Comment #3 above, a reasonable temperature
distribution on the surface of the earth is reproduced by using diffusive heat transport. Heat capacity is not even used in this

calculation of equilibrium temperature.

Answer/Action

Yes, this can be better motivated. Indeed, the energy input is time-dependent. Therefore, the mean and latitudinal temperature
depends on the time derivative. See also my comments and action points in answer to Comment #3. As seen in the manuscript,
the temperatures do depend on the effective heat capacity.

In the revised version, I am clearer is stating in the abstract

Energy balance models (EBM) are highly simplified systems of the climate system. The global temperature is calculated by
the radiation budget through the incoming energy from the Sun and the outgoing energy from the Earth. The argument that the
temperature can be calculated by the simple radiation budget is revisited. The underlying assumption for a realistic temperature
distribution is explored: One has to assume a moderate diurnal cycle due to the large heat capacity and the fast rotation of the

Earth. Interestingly, the global mean in the revised EBM is very close to the originally proposed value.
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Comment 5
Eq. (12): The author introduced diurnal cycle of temperature and determined the global average of the averaged diurnal cycle
of temperature. This discussion is erroneous. We can write diurnal temperature change as ...

Further, incoming solar radiation has the same form as in (1). Thus, we arrive at the same conclusion as in Comment #2.

Answer/Action
Thanks for making this hint. Indeed, I agree to your basic equation (1), but not with the conclusion. See my answer to your

Comment #2.

Comment 6
A time-dependent 1D EBM can be written as . ..
Equation (12) is equivalent to (6) as far as the annual mean temperature is concerned. Obviously, an adequate explanation is

needed in terms of how Figure 3 is produced.

Answer/Action

I agree for the linearized EBM. See my answer to your Comment #3. I explicitly state that in the linearized EBM, the heat
capacity argument is implicitly included. in the abstract: A linearized EBM implicitly assumes the heat capacity and the fast
rotation arguments.
and
Quite often the linearization the long wave radiation ecT* is linearized in energy balance models. Indeed the linearization is
performed around 0°C' (North et al., 1975a, b; Chen et al., 1995; Lohmann and Gerdes, 1998; North and Kim, 2017) and is
formulated as A+ B-T" with T” being measured in °C'. As the temperatures based on the local energy balance without a heat
capacity would vary between T,,,;,, = 0 K and T},,4, = v/2- 288 K = 407 K, a linearization would be not permitted. Therefore,
the linearization implicitely assumes the above heat capacity and fast rotation arguments.

Furthermore, parameter study of Figure 3 is better explained. The model that I use is the non-linear model with the 7*-term
and a time-dependent forcing. I insert furthermore Fig. 4 with the temperature dependence on heat capacity (and rotation rate)

when analyzing the diurnal cycle.
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Comment 7

Figure 3: The main effect of heat capacity in the original EBM is in the context of the amplitude of the annual and semi-
annual cycles (see North and Kim, p152). The annual and semi-annual cycles are seriously affected by the choice of heat
capacity, whereas the annual mean component is not. The author should demonstrate that not only annual-mean temperature
distribution but also the annual and semi-annual cycles of temperature is reproduced reasonably by their choice of heat capacity

(see, for example, Fig. 6.8 of North and Kim).

Answer/Action

Thanks again for your comment and for hinting at the important work of North and Kim (2017). Yes, I agree for the linearized
EBM. See my answer to your Comment #3 and #6. In the non-linear model, the temperature is affected by the heat capacity.
The effective heat capacity is important as it is reflective of the rate of penetration of heat energy into the ocean in response to
the particular pattern of forcing and the background state (Schwartz, 2007). I also emphasize the relevance of this for climate
scenarios.

In section 5, I write now For the diurnal cycle hp is less that half a meter and the heat capacity generally less than that
of the atmosphere. The seasonal mixed layer depth can be several hundred meters (e.g., de Boyer Montégut et al., 2004). As
pointed out by Schwartz (2007), the effective heat capacity that reflects only that portion of the global heat capacity that is
coupled to the perturbation on the timescale of the perturbation. In the context of global climate change induced by changes in
atmospheric composition on the decade to century timescale the effective heat capacity is subject to change in heat content on
such timescales.

I explicitly show the results of the linearized EBM here. In principle there is no principle difference to the non-linear model,
although in detail the distribution is different.

In section 4, I now explicitly write Fig. 8 shows the seasonal amplitude for the C),-scenarios as indicated by the blue and
dashed black lines, respectively. The larger the seasonal contrast, the colder is the climate. Let us define here -~ as the averaging
over a time period (here the seasonal cycle), then T4 > T" which is consistent with Holder’s inequality (Rodgers, 1888;
Holder 1889; Hardy et al., 1934, Kuptsov, 2001). It is noted that this feature is missing in the linearized version A+ B - T’ of
the outgoing radiation. We see the large variation in the seasonal cycle AT = T mmer — Twinter for the blue line in Fig. ?? as
compared to the dashed line. A mean change in the net long wave radiation can be approximated by the mean of summer and

winter values eo-0.5(T%, +T4 ), which is up to 10 Wm =2 higher than €o - (0.5 (Tsummer + Twinter))* if the seasonal

summer T Lwinter
cycle is damped as in the dashed line of Fig. 8. This implies that a lower seasonal cycle provides for a significant warming.
If we would consider a linear model A+ B -7’ with T’ being measured in °C' for the long-wave radiation, the differences
between the blue and the dashed line would be much lower, due to the absence of the non-linearity in net long wave radiation
change.

This clarifies the difference between a linear and non-linear model.
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Figure 2. Equilibrium temperature of the linearized EBM using different diffusion coefficients. ). Units are °C.
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Comment 8
P8 L20: What does the first law of thermodynamics have anything to do with incoming radiation = outgoing radiation? Is

the author referring to the zeroth law of thermodynamics?

Answer/Action

Thanks. This is indeed not well formulated. In the revised version, I deleted the phrase 1! law of thermodynamics on the

Comment 9
As already demonstrated in Comment #2, global average temperature is close to the observed value without the effect of
heat capacity. Further, by using diffusive heat transport, zonally average temperature is reproduced close to actual observation

in Comment #3.

Answer/Action

Thanks. I disagree and point to my answers to Comments #2 and #3.

Comment 10
It is difficult to review the entire manuscript until my earlier comments are fully addressed. In particular, the author needs to
explain clearly how the solutions in each figure are computed (with appropriate equation if possible) and demonstrate clearly

that his full solution (with diurnal and annual cycles) matches reasonably with the observations for his choice of heat capacity.

Answer/Action

I agree that it seems a misunderstanding. My answers to Comments #2 and #3 shall clarify the mistake in the calculation of
the temperature. The time dependence is more explicitly stated. Furthermore, the non-linearity in the outgoing radiation makes
this model different from your EBMs. The equations for the EBMs used are in the manuscript. For the equations, it is important
to explicitly spell out the assumptions made. See my answer to your Comments #3 and #6. It is now explicitly stated that in
the linearized EBM, the heat capacity argument is implicitly included. The model that I use is the non-linear model with the
T*-term and a time-dependent forcing.

Furthermore, I refer to the results of the linearized EBM in the revised version. Indeed, the linear model has some advantages
because it directly indicated the climate sensitivity. However, for a rigorous derivation of the global and regional effects, the
non-linear version is an advantage. Finally, it is necessary to see that T is not T Simplified and conceptual models can be
used to study long-term climate (Hasselmann, 1976; Lemke, 1977; Timmermann and Lohmann, 2000; Lohmann, 2018). As

pointed out in the manuscript, the effective heat capacity is important to understand past and potential future climate.

10



Technical Comment 1

There is, in general, lack of explanation for variables used in the equations.

Answer/Action

Thanks. I have gone through all equations in the manuscript to avoid misunderstandings.

Technical Comment 2

"shown in Fig. 2 as the (read) red line with the mean ?"

Answer/Action

Thanks, corrected.

11
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Answer to interactive comment of Referee #3 on
“Temperatures from Energy Balance Models: the effective heat
capacity matters”

Gerrit Lohmann'*

' Alfred Wegener Institute, Helmholtz Centre for Polar and Marine Research, Bremerhaven, Germany
2 University of Bremen, Bremen, Germany

Thanks for the constructive critics in the Interactive comment on Earth Syst. Dynam. Discuss., https://doi.org/10.5194/esd-
2019-35, 2019. by referee #3. In the following, I repeat and answer to these comments. Furthermore, the actions are docu-

mented.

Comment 1

Neglecting the diurnal cycle in EBMs is a rather standard procedure. This assumes that the Earth receives a mean daily
incoming solar energy equally distributed over each latitude bands. This is indeed most of the time quite a reasonable hypothesis
for such simplified models, since the ocean surface temperature diurnal changes are small (at most a few degrees). This paper
confirms this usual assumption, with the red and dotted brownish curves of Figure 2 being almost indistinguishable.

The presentation on this section is however extremely confusing. The author starts with the classical 0-dimensional time
average EBM. He then presents the 1-dimensional case with a daily cycle as an extension, just introducing it as a local extension
of the 0-dimensional case. However, considering that there is a local energy balance is not a valid assumption in general,
contrary to the one at the global scale. Obviously, it is clearly entirely irrelevant to consider that there can be an instantaneous
radiative equilibrium, with temperatures dropping to zero Kelvin as soon as the Sun sets. This is clearly not what people usually
assume when using EBMs !

The usual starting point corresponds to equations (11-12) where the solar forcing is averaged over one Earth rotation. This
is more or less what people have been using in geographically explicit EBMs, including the very first ones. Budyko and
Sellers 1969 where indeed geographically explicit, without a diurnal cycle, as in equation (11). The authors comes back to it
as a compensation of the incoherent assumption of a local radiative equilibrium. So part 2 is just showing that an irrelevant
hypothesis produces irrelevant results. It brings nothing interesting, but only confusion.

To add to the confusion some assumptions are clearly not explained. On the top of page 4, the first equation is clearly invalid

unless strong hypotheses are imposed, which are not specified in the text.

Answer/Action
The confusion shall be clarified. This manuscript revisits the relationship between the (global mean) surface temperature of

the Earth and its radiation budget as is frequently used in Energy balance models (EBMs). The main point is, that the effective



10

15

20

25

30

heat capacity (and its temporal variation over the daily/seasonal cycle) needs to be taken into account when estimating surface
temperature from the energy budget. As a starting point, a zero-dimensional model of the radiative equilibrium of the Earth is

introduced
(1—a)STR? = 41 R*eoT* (1)

where the left-hand side represents the incoming energy from the Sun while the right-hand side represents the outgoing energy
from the Earth. This is used to calculate the temperature

J(1—a)S

deo

T= (@)

The wording “This is clearly not what people usually assume when using EBMs ™ shows that there are implicit assumptions
in the approach. To my point of view, the assumptions can be explicitly spelled out to obtain arguments which steps are
necessary to make. I show that the global energy balance should not be calculated from this approach, because it neglects the
implicit assumption of a fast rotating Earth with significant heat capacity. I am not aware of a paper which explicitly shows that

J(1—a)S

T =0.989
deo

3)

The author knows the fundamental work of Budyko (1969) and Sellers (1969) where the EBM could be geographically explicit,
but their result has not be used to calculate the mean temperature (3).

Your statement that the author comes back to the geographically explicit EBM as a compensation of the incoherent assump-
tion of a local radiative equilibrium cannot be found in the manuscript. The calculation of the global mean temperature from
the energy balance is not irrelevant.

Your final point is that the first equation on the top of page 4 is clearly invalid unless strong hypotheses are imposed, which
are not specified in the text. If you see the text above this equation, it is clearly written that it is about the diurnal variation.
In a revised version, I explicitly spell out that this approximation is exactly the point of the low diurnal cycle due to the heat
capacity.

I have rewritten section 2, added a figure, and I think the notation is now clearer.

The incoming radiation goes with the cosine of latitude ¢ and longitude ©, and there is only sunshine during the day.
Fig. la shows the latitudinal dependence. As we assume no tilt (this assumption is later relaxed), the latitudinal dependence is
a function of latitude only: cos . On the right-hand side, the function is shown. Fig. 1b shows the latitudinal dependence is a
function of longitude: cos© for the sun-shining side of the Earth, and for the dark side of the Earth it is zero. For simplicity,
we can define the angle O anti-clockwise on the for the sun-shining side between —7 /2 and /2. We define the maximal
insolation always at © = 0 which is moving in time. In the panel, the Earth’s rotation is schematically sketched as the red
arrow, and we see the time-dependence in the right-hand side. It is noted that the geographical longitude can be calculated
by mod(© — 27 -1/24,27) where t is measured in hours and mod is the modulo operation. Summarizing our geometrical

considerations, we can now write the local energy balance as

eoT*=(1—a)S - cosy - cosO for —7/2<0O© <7/2 “4)



max

0 T T T
/2 0 n/2
latitude ¢

max

0
s -n/2 0 n/2 x

longitude ©

Figure 1. New Figure 2 in the paper: Latitudinal (a) and longitudinal (b) dependence of the incoming short wave radiation. On the right hand

side, the insolation as a function of latitude ¢ and longitude © with maximum insolation (1 — &) S is shown. See text for the details.

and zero during night for © < —7/2 or © > /2. Temperatures based on the local energy balance without a heat capacity

would vary between T,,,;,, = 0 K and 7T};,42

= /LS = 2. (/U0 = (/5. 988K = 407 K.

Integration of (4) over the Earth surface is

/2 /2n
/ﬁ /FJIAIhDS@dG Rdy
—7/2 \0
x/2 /on
eaRgi—: /T4 cosdO | dp
—x/2 \0
ecdnT*

w/2 w/2

(1—-a)S / Rcos? pdyp - / Rcos®dO
/2 —x/2
7/2 7/2
(1 —a)SR? / cos? pdyp - / cos©dO
—x/2 —x/2
z 2
(1—a)Sw Q)
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giving a similar formula as (3, in the paper) with the definition for the average T4.

What we really want is the mean of the temperature T'. Therefore, we take the fourth root of (4):

1—
T— Q/( Q)Scospeos® a2 0 <2 6)
€
and zero elsewhere. If we calculate the zonal mean of (6) by integration at the latitudinal cycles we have
—7/2
1 1—
T(p) = - / </( a)Scosgocos@d@
27 €0
—m/2
v (i—a 68 [=a)
2 1—a)S 1 TI'(5/8 1—a)S
N Sl ¥e) 1/4d@ 4 . 1/4 _ s . 1/4 7
2 / (cos©) deo (cos) V2r I'(9/8) deo (cos) ™
—m/2 —
~0.608
VrI'(5/8)/T(9/8)

as a function on latitude (Fig. 3 in the paper). I is Euler’s Gamma function with I'(z + 1) = «I'(x). When we integrate this

over the latitudes, we obtain

/2 w/2
_ 1 1 (11—«
T = 5 / T(p) cospdp = 3 Von 9/8 p / (cosp)®/*dyp
—7/2 —7/2
|
V7T(9/8)/T(13/8)
_ 11 T(GR) JJl-a)s V28 /(1-a)S ®
T 2.2T(13/8) dea A5 dea
04f~()5<>6

Therefore, the mean temperature is a factor 0.4v/2 ~ 0.566 lower than 288 K as stated at (2) and would be T = 163 K. The
standard EBM in Fig. 1 (in the paper) has imprinted into our thoughts and lectures. We should therefore be careful and pinpoint
the reasons for the failure. What happens here is that the heat capacity of the Earth is neglected and there is a strong non-linearity

of the outgoing radiation.

Comment 2
The second part of the paper discusses the role of heat capacity in the ?diurnal averaging? of temperatures. Results are
summarized on Fig.3. As discussed above, the fact that temperatures are much lower for small heat capacities is rather obvious

(with Earth losing most of, or all its thermal energy during the night).

Answer/Action

I am not aware of a study analyzing the effect of the heat capacity on global climate. Indeed, the manuscript shows this effect
in Fig. 4 of the revised paper. The effective heat capacity is time-scale dependent. For the day and night cycle values in the
order of the atmospheric heat capacity are realistic for our Earth with 24 h rotation. In the revised version, I am more explicit
here and show how the temperature would change in a slowly rotating planet (new Fig. 5). The heat capacity plays also a role

when dealing with the seasonal cycle (Figs. 7 and 8).
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Comment 3
Using the typical oceanic vertical diffusivities for estimating a heat capacity is not very relevant. The diurnal cycle is buffered
by the very top layers of the ocean that are usually almost well-mixed by winds and also by the diurnal cycle itself. The interior

ocean vertical diffusivity has no role.

Answer/Action

The effective heat capacity is indeed time-scale dependent. In section 5, I write now For the diurnal cycle A7 is less that half
a meter and the heat capacity generally less than that of the atmosphere. The seasonal mixed layer depth can be several hundred
meters (e.g., de Boyer Montégut et al., 2004). As pointed out by Schwartz (2007), the effective heat capacity that reflects only
that portion of the global heat capacity that is coupled to the perturbation on the timescale of the perturbation. In the context
of global climate change induced by changes in atmospheric composition on the decade to century timescale the effective heat

capacity is subject to change in heat content on such timescales.

Comment 4

I do not see what is the purpose of solving equation (15) and showing Figure 4. This does not relate to the diurnal cycle,
nor to heat capacity, nor to vertical mixing. What is the point ? The statement “global mean temperature is not affected by the
transport because of the boundary condition. . .." is a bit strange. I would write more simply that here, global mean temperature
is a measure of global heat content (uniform heat capacity) which depends only of global net radiative fluxes, not internal

redistribution.

Answer/Action

The purpose of equation (15) and former Fig. 4 was to show the influences of the meridional heat transport and the seasonal
cycle. They do not change the global mean temperature, but the temperature gradient. The statement “global mean temperature
is not affected by the transport because of the boundary condition" was written to show the reader that the heat transport does

not play a role (unless other feedbacks are included). In the revised version, I adopted your formulation.

Comment 5

Bottom of page 5 “Until now we assumed that the Earth‘s axis ...": It is quite awkward to explain only now where equation
(4) page 2 comes from. Indeed equation (4) is certainly not standard for the Earth in particular in the context of EBMs and
climate modeling. A planet with no tilt has no seasonal cycle. Many EBMs have an explicit seasonal cycle. Again, the starting

point of the paper is very awkward.

Answer/Action
At the bottom of page 5, it is not the first point where equation (4) comes from. Equation (4) comes directly from the basic
incoming radiation. I re-wrote the paragraph (see your comment 1). I see now the point that the motivation for equation (4) in

the manuscript needs a better introduction. The beauty of (4) is that we ignore the Earth orbital parameters first (no obliquity
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and no precession) which makes an analytical calculation possible. The global mean temperatures are not affected by the tilt
and the values are identical to the one calculated. Indeed is stated earlier in the manuscript.

Let us have a closer look onto (1) and consider local radiative equilibrium of the Earth at each point. Fig. 1 shows the
latittude-longitude dependence of the incoming short wave radiation. The global mean temperatures are not affected by the tilt
(Berger and Loutre 1991; 1997; Laepple and Lohmann 2009). We assume an idealized geometry of the Earth, no obliquity and

no precession, which makes an analytical calculation possible.

Comment 6

In the last part, the author presents some experiments with the COSMOS coupled model, to investigate the role of vertical
mixing on the meridional temperature gradient. Unfortunately, it is not clear at all that these results are linked to the diurnal
cycle or heat capacity. The author sets an experiment with an 25-fold increase in the background diffusivity. The logical
outcome of this experiment should be to increase dramatically the oceanic circulation (not shown in the manuscript) and thus
to increase massively the heat transport and the vertical mixing in the ocean. How does this relate to the heat capacity or the
diurnal cycle is a mystery for me and how conclusions can be drawn from there is likewise impossible to understand. The only
clear result is a weakening of the equator-to-pole gradient (likely due to increase heat transport by the ocean); however there is
no physical basis to link this to past climates as the author is doing, since no probable mechanism can be suggested to increase

the diffusivity by a factor 25 globally.

Answer/Action
Energy balance models have been used to diagose the temperatures on the Earth when applying complex circulation models.
The outcome of the new approach is that effective heat capacity matters for the climate system. This cannot be seen in

J(1—a)S

T —
deo

€))

The motivation is that we may think of a climate system having a higher net heat capacity producing flat temperature gradients

and reduced seasonal cycle. I replaced this section by

Fig. 8 shows the seasonal amplitude for the C,-scenarios as indicated by the blue and dashed black lines, respectively.

The larger the seasonal contrast, the

. . _ . . . =7 . =4 . .
colder is the climate. Let us define here - as the averaging over a time period (here the seasonal cycle), then T4 > T which is

consistent with Holder’s inequality (Rodgers, 1888; Holder 1889; Hardy et al., -

d o \ .

1934, Kuptsov, 2001). It is noted that this feature is missing in the linearized version A + B -T" of the outgoing radiation.
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We see the large variation in the seasonal cycle AT = Tiypmmer = Luinter for the blue line in Fig. ?? as compared to the
dashed line. A mean change in the net long wave radiation can be approximated by the mean of summer and winter values
€0 - 0.5(T2, poner T Tk which is up to 10 Wm 2 higher than eo - (0.5 - (T,
damped as in the dashed line of Fig. ?2. This implies that a lower seasonal cycle provides for a significant warming. If we
would consider a linear model A + B - 1" with 7" being measured in °C for the long-wave radiation, the differences between
the blue and the dashed line would be much lower, due to the absence of the non-linearity in net long wave radiation change.

4 if the seasonal cycle is

I rewrote most of the section, shortened it and elaborated the link to the seasonal cycle. The aim was to show one of the
potential consequences of the effective heat capacity to explore the full range of solutions. Indeed, the increase in the mixing
is admittedly ad hoc. Therefore, I have boiled down this chapter, rewrote most of it, and shortened it considerably. I wrote
In order to mimick the effect of a higher effective heat capacity and deepened mixed layer depth, the vertical mixing coefficient
is increased in the ocean, changing the values for the background vertical diffusivity (arbritarily) by a factor of 25, providing a
deeper thermocline.
and later
Furthermore, the model indicates that the respective winter signal of high-latitude warming is most pronounced (Fig. 9),
decreasing the seasonality, suggesting a common signal of pronounced warming and weaker seasonality, a feature already seen
in our EBM (Fig. 8).
and
Inspired by the EBM and GCM results, we may think of a climate system having a higher effective heat capacity producing a
reduced seasonal cycle and flat temperature gradients. The changed vertical mixing coefficients are mimicking possible effects
like weak tidal dissipation or abyssal stratification (e.g., Lambeck 1977; Green and Huber, 2013), but its explicit physics is not

evaluated here.

Comment 7
In the conclusion, there are some mentions of possible linearization of the long wave radiation. Since this is critical to the
whole paper (averaging T is not the same as averaging 7% ), I am surprised not to see a much more detailed discussion of this

point much earlier in the paper.

Answer/Action

In the revised version, I can stress out this more clearly. My point is that we need a rapidly rotating object with significant
heat capacity. Without these effects, the global mean temperature would be lower. I explicitly state that in the linearized EBM,
the heat capacity argument is implicitly included. in the abstract: A linearized EBM implicitly assumes the heat capacity and
the fast rotation arguments.
and

Quite often the linearization the long wave radiation ecT™ is linearized in energy balance models. Indeed the linearization is
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performed around 0°C' (North et al., 1975a, b; Chen et al., 1995; Lohmann and Gerdes, 1998; North and Kim, 2017) and is
formulated as A+ B - T’ with T” being measured in °C'. As the temperatures based on the local energy balance without a heat
capacity would vary between 1;,,;, = 0K and T},,,, = V2288 K = 407 K, a linearization would be not permitted. Therefore,
the linearization implicitely assumes the above heat capacity and fast rotation arguments.

In section 4, I now explicitly write Fig. 8 shows the seasonal amplitude for the C)-scenarios as indicated by the blue and
dashed black lines, respectively. The larger the seasonal contrast, the colder is the climate. Let us define here - as the averaging
over a time period (here the seasonal cycle), then T4 > T" which is consistent with Holder’s inequality (Rodgers, 1888;
Holder 1889; Hardy et al., 1934, Kuptsov, 2001). It is noted that this feature is missing in the linearized version A+ B - T’ of
the outgoing radiation. We see the large variation in the seasonal cycle AT = Tsymmer — Twinter for the blue line in Fig. 2? as
compared to the dashed line. A mean change in the net long wave radiation can be approximated by the mean of summer and

winter values eo-0.5(T2,  +T2

inter)» Which is up to 10 Wm ™2 higher than €o - (0.5 (Tsummer +Twinter))? if the seasonal
cycle is damped as in the dashed line of Fig. 8. This implies that a lower seasonal cycle provides for a significant warming.
If we would consider a linear model A+ B -7’ with 7”7 being measured in °C' for the long-wave radiation, the differences
between the blue and the dashed line would be much lower, due to the absence of the non-linearity in net long wave radiation
change.

This clarifies the difference between a linear and non-linear model.



