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We would like to thank the reviewer for his positive feedback and the numerous sug-
gestions for improvement of the paper. In the following, we respond to each of the
reviewer comments in detail.

Reviewer:
Flach et al. present a detailed inter-comparison between a selection of recently applied
methodological approaches for detecting multivariate anomalies in Earth observation
(EO) data, including a performance assessment based on artificially generated time
series data that capture some of the essential features (and complications) of real-
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world observation. The topic is timely and important, since with the fastly growing
amount of big data from remote sensing, the automated identification of key features
and particularly unexpected behaviors becomes a crucial task. In this regard, I warmly
welcome this study and believe that it can be an important milestone in its field, even
though it necessarily presents just a case study and can thus not be complete by
definition.

Prior to accepting this very interesting work for final publication in Earth System Dy-
namics, I would like to ask the authors to address a couple of questions I came up with
when working through their material.

1. It would be good if the authors could clarify already in the abstract which kind of
anomalies they aim to address. From Figure 2, it is evident that the four considered
types of "events" (or better, episodic behaviors) – base shift, trend onset, change in
mean seasonal cycle amplitude, change in variance – affect predominantly the ba-
sic statistical features of the data, while their dynamical characteristics (respectively,
those of the residuals after removing the seasonal variability component) are largely
unaffected. Since this is in contrast to some recent works (including papers by the
reviewer’s group) which have particularly focused on "dynamical anomalies", it might
be worth clarifying this from the beginning. In this context, it is interesting that the au-
thors also consider recurrence characteristics, which are commonly used for detecting
changes in the dynamical patterns. However, what they consider here is just a variant
of the recurrence rate, which is essentially a statistical characteristic again, as opposed
to more sophisticated complexity measures that can be defined within this framework
as well.

Response:
We agree with the reviewer that our artificial detection experiment does mostly not
affect dynamical characteristics of time series which might be revealed by numerous
more complex measures derived from recurrence quantification techniques or recur-
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rence networks. However, the experiment was also not meant to do so. We focus on
basic time series characteristics, which are often perceived as "extremes" in the public.
As proposed by the reviewer we extend the sentence in the abstract for clarification as
follows (p.1, l.9): We rely on artificial data that mimic typical properties and anomalies
in multivariate spatiotemporal Earth observations like sudden changes of basic char-
acteristics of time series such as the sample mean, the variance, changes in the cycle
amplitude and trends.

Reviewer:
2. The motivation for choosing the specific settings in the artificial data could be further
clarified, especially regarding explicit statements on typical features of real-world EO
data. In this context, I was wondering why the authors study only short-term correlated
noises, whereas much of the stochastic background signals in common geophysical
variables exhibits long-term memory, which might strongly complicate the anomaly de-
tection. Do the authors consider their white/red noises mostly reflecting additive mea-
surement uncertainties or "true" dynamical components, e.g., due to variables and/or
scales not resolved by the measurement process.

Response:
We thank the reviewer for this comment. According to the reviewer’s suggestion, we
will motivate the settings of the artificial data with typical real-world EO data features
at p.5, l. 5:

1. Shift in the baseline, i.e. shift of the running mean of a time series (BaseShift)
(Fig. 2 (a)). This event type is closely related to "extremes" in real-world Earth
observations.

2. Onset of a trend in the time series (TrendOnset) (Fig. 2 (b)).
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3. Change in the amplitude of the mean seasonal cycle of a time series (MSCCha-
nge) (Fig. 2 (c)), which might happen in the real-world carbon cycle as response
to combined drought-heatwaves (Ciais et al., 2005).

4. Change in the variance of the time series (VarianceChange) (Fig. 2 (d)), e.g., in
temperature (Huntingford et al., 2013).

In real-world EO data, we are typically dealing with rather short time series (e.g., less
than 10-15 years). Long-term memory processes cannot reliably diagnosed with such
short time series (Ghil et al., 2011, e.g.). However, our main focus in this paper is
distinguishing anomalies from ’normal’ short term noise and not to detect dynamical
changes in the processes of a system or to infer anything about the (dynamical) reason
behind the anomaly. In case an extreme anomalies occurs, it will certainly impact
people, ecosystems, etc., regardless whether it was a random natural event or due
to a change in the system’s dynamics. In this paper, we want to detect such kind of
events. Therefore, we consider the red/white noise in our artificial data farm to reflect
both ’true’ dynamical components (esp. In the ’signal’ of the independent components)
as well as measurement uncertainty (which is also explicitly added as additional white
noise on the top of each variable). It would indeed be a very different but nevertheless
very interesting question how multivariate anomaly detection algorithms perform in the
presence of long-term memory and how to distinguish anomalies which occur due to
long-term memory from anomalies in short term noise. This question is beyond the
scope of this paper, but we thank the reviewer for this interesting aspect for future
research.

Reviewer:
3. To me, the idea behind mwVAR is not fully clear. Subtracting the median mwVAR
just removes a constant factor from the time series as it is described now. Maybe it
should be better explained here how this specific "preprocessing" step works.
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Response:
We thank the reviewer to point to this formulation and understanding issue. Subtracting
a constant (the median of moving window variance) is indeed not influencing the results
of algorithms based on pairwise distances. We rephrase the paragraph (p.7, l.4-6) to:
Computing the moving window Variance (mwVAR) is a popular technique for detecting
trends in the variance in univariate time series (e.g., Huntingford et al., 2013). We
choose a window size of 10 and compute the variance in the running window along
the time series of each variable. We use the estimates of the mwVAR time series as
feature to detect multivariate anomalies in the variance.

Reviewer:
4. On p.8, l.22, the authors address the model parameters. However, these parameters
have not been introduced before, so it is hard to grasp their meaning at this point.

Response:
For better understandability, it seems to be more logical to us to describe the param-
eter estimation procedure once, before introducing the anomaly detection algorithms.
To clarify, we changed p.8, l. 22 to: Some anomaly detection algorithms require the
estimation of parameters (Details are given below for each algorithm separately). In
that case we fix the model parameters for the entire data cube. We estimate model
parameters (σ, ε, Q, µ, see below) and train the models themselves (Support Vec-
tor Data Description, Kernel Null Foley-Sammon Transform, see below) based on a
random subsample of 5000 data points obtained from the entire data cube.

Reviewer:
5. Quite a bit of potentially interesting material is "not shown" by the authors. I un-
derstand and agree the need to focus on the most important aspects, but maybe the
authors could consider preparing some supplementary material containing these addi-
tional results.
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Response:
We are pleased that the reviewer is interested in additional aspects which we did not
show. We are only aware of two aspects, which are referred to but not shown in the
paper:

1. "Training and testing SVDD on each pixel did also not improve the results" (p.15,
l.2). We thank the reviewer for pointing to this aspect as this is not only an
experimental result, but even a theoretical finding. Training and testing SVDD
with the same parameterisation (ν) on each pixel assumes the same number of
anomalous events in each pixel. Therefore, it cannot improve the detection rate
in datasets with varying number of anomalous events. We propose to rephrase
the sentence (p.15, l.2) to:

Training and testing SVDD on each pixel does also not improve the results as the
amount of anomalies differs between different pixels in our setting. This contrasts
the assumption when training SVDD on each pixel with constant outlier ratio (ν
parameter).

2. AUC values of different σ (KDE) or ε (REC) choices (p.10, l.4 and p.14, l.10). We
will prepare supplementary material including one figure (S1, attached), which
shows a small simulation (500 repetitions) in which we are trying to detect one
anomalous event (BaseShift) with different σ (KDE) or ε (REC) choices. We
change σ (or ε, respectively) between the 0.05 and 0.95 quantile of the distance
matrix. Results exhibit, that REC has slightly higher AUC values for optimal ε
choices, whereas KDE is largely insensitive to different σ choices in the given
range.

Reviewer:
6. In general, the parameter selection in the different methods is not well motivated
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(e.g., embedding delay and dimension, number of nearest neighbours, outlier ratio).
Some more words on these aspects would be helpful. The authors shortly address
the subjectivity of parameter selection on p.16, ll.3-6, but do not mention that there
are established ways to make (some of) these parameter selections at least a bit more
objective. I do not request a detailed discussion on this aspect, but it would be worth
mentioning it at least.

Response:
We explicitly wanted to point to the heuristic parameters choices, as we are aware that
this is a crucial aspect for our results. Therefore, we selected the parameters very
carefully. However, we assume that the reviewer’s concerns especially about the time
delay embedding for which much more objective criteria exist and apologize for not
mentioning these criteria in the manuscript. To address this issue we will extend the
following sentences:

1. p.16, ll.5-6: The artificial data farm’s intrinsic dimension is 3 as it was created
from three independent components. Therefore the embedding dimension m is
fixed accordingly although it can be inferred based on the data by determining the
number of false nearest neighbours (Kennel et al., 1992; Hegger et al., 1999).

2. p.7, l.11: We fixm to 3 (corresponding to the number of independent components
within the data farm creation) and τ to 6 which is a compromise between the
typical choice of the first zero crossing of the temporal autocorrelation function
or the first local minimum of the mutual information (Fraser and Swinney, 1986;
Webber and Marwan, 2015).

Technical comments:

Reviewer:
- p.1, keywords: please capitalize the names Mahalanobis, Foley and Sammon
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Response:
Done

Reviewer:
- p.3, ll.1-3: The papers by Donges, Rammig, Zscheischler et al. use only a bivariate
form of event coincidence analysis. Since the authors refer her to the “truly multivariate”
case, a better reference would be Siegmund et al., Front. Plant Sci., 7, 733, 2016, who
introduced a multivariate version of event coincidence analysis.

Response:
We now refer additionally to Siegmund et al. (2016) at p.3, ll.1-3 as well as on p.9, l.2.

Reviewer:
- p.3, l.21: The term “data cube” should be explicitly defined here – it is intuitively clear
(especially in connection with Fig. 1), but especially the spatial component (2d vs. 3d)
could differ from what is considered in this paper.

Response:
We defined it now as follows (p.3, l.21): Spatio-temporal EOs are therefore stored in
the Earth system data cube, which is a 4 dimensional array of latitudes, longitudes,
time and different measurement variables. To detect multivariate anomalies in EOs,
we define an anomaly to be any consecutive spatiotemporal part of the data cube ...

Reviewer:
- p.3, ll.28-30: It is not clear if the authors wish to consider “multivariate events” or
“compound events” (i.e., such that are anomalous with respect to the marginal feature
distribution of a single variable or the joint feature distribution of a (sub)set of variables.
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Response:
We thank the reviewer for this question. It is definitely within our scope to consider
also "multivariate events", i.e. anomalous events where none of the single variables
is extreme itself, but their joint feature distribution is anomalous. However, "compound
events" are usually defined as multivariate events which are additionally leading to an
extreme impact (Seneviratne et al., 2012; Leonard et al., 2013), which is not possible
to evaluate with the artificial data farm. Nevertheless, we consider our study an impor-
tant scoping study also in the context of compound events, as the proposed algorithms
and workflows are in general capable to detect multivariate anomalous events, which
might include compound events (with impact) in real EOs. For clarification we add (p.3,
l.28-30): Second, we use these artificial data to evaluate the capability of different algo-
rithms to detect multivariate anomalous events, including compound events (i.e. events
where none of the single variables is extreme, but their joint distribution is anomalous
and might lead to an extreme impact) (Seneviratne et al., 2012; Leonard et al., 2013).

Reviewer:
- p.4, l.15: Why is Appendix B referenced in the paper before Appendix A. I think that
changing the order of both Appendices would be more logical.

Response:
We changed the order according to the reviewer’s suggestions.

Reviewer:
- p.5, ll.6-9: replace a, b, c, d by (a), (b), (c), (d)

Response:
Done
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Reviewer:
- p.5, l.14: I think that it is not the Earth observations (EOs) that are driven by extrinsic
forcings, but the EO variables.

Response:
We changed EOs to EO variables on p.5, l.14.

Reviewer:
- p.6, l.24: In fact, what you study is the maximization of the rate of correct detections at
simultaneous minimization of false detections (this is essentially what the ROC analysis
does).

Response:
We thank the reviewer for this comment. However, we are not convinced that mention-
ing details on ROC analysis facilitates understanding of the essential point here, which
deals with the term feature extraction and its justification. To clarify we change the
term "event detection rate" to "detection of anomalous events" (p.6, l.24). The exact
definition of ROC/AUC characteristics is given later, p. 10, ll.31-33.

Reviewer:
- p.6, l.26: "the anomaly time series becomes the feature then" – maybe the authors
should explicitly state here what they "define" (consider) to be meant by a feature.

Response:
The definition of feature extraction is already given a few sentences before (p.6, l. 23).
Therefore, we changed the sentence (p.6, l. 26) to: A very simple form of feature
extraction could be to subtract the mean seasonal cycle. We consider the anomaly
time series to be the extracted feature in this case.
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Reviewer:
- Figure 3: Since the authors allow for combining different feature extraction techniques,
they should emphasize here that their application might be non-commutative in some
cases. For example, TDE must be performed after sMSC, otherwise, the signal would
be dominated by seasonality and potentially reflect different features than those one is
actually interested in.

Response:
We thank the reviewer for this comment and add a sentence on that (p.8, l. 19): In
some cases this might lead to non-commutative combinations, especially for non-linear
feature extraction techniques.

Reviewer:
- p.7, l.9: "This theoretical consideration does not hold true for high dimensional mul-
tivariate data." Do the authors have a reference for this? I am not convinced that
this statement is correct in general. In particular, one may refer to multi-channel SSA
(mSSA), which essentially combines TDE for multivariate data with PCA. What is the
difference between mSSA and "dynamic PCA" mentioned in p.7, ll.18-19?

Response:
We thank the reviewer for his comment on multi-channel SSA. Dynamic PCA and
mSSA are not different in technique, although their purpose differs (extracting main
frequencies, versus smoothing for subsequent process monitoring). We removed the
statement about the theoretical consideration of high dimensional multivariate data.

Reviewer:
- p.8, l.2: To my knowledge, there are various variants of ICA, and the one maximizing
the negentropy is just one version among several others.
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Response:
The currently used formulation was indeed not ideal. We specify the sentence as
follows: We use one ICA variant which tries to separate different sources of data by
maximizing the negentropy

Reviewer:
- p.8, l.12: "in the literature"

Response:

Done

Reviewer:
- p.8, l.21: "we fix the model parameters"

Response:
Done

Reviewer:
- p.8, ll.22-23: “model parameters. . . and the models themselves. . . are estimated” –
better use the terms model selection and parameter estimation separately

Response:
Done

Reviewer:
- p.8, ll.24- 25: Do the authors mean "more resampling is NOT affordable. . ."?
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Response:
Yes, indeed. We changed it.

Reviewer:
- p.8, l.26: "a resampling of 3" – 3 what?

Response:
... 3 times. We changed it.

Reviewer:
- p.8, l.30: "if one or several of the univariate variables are below or above a certain
quantile threshold" – again: do the authors mean marginal quantiles or multivariate
quantiles (i.e., multivariate or compound extremes)? Page 9, ll.2-3 suggests that they
refer to extremes in the marginals.

Response:
For the "univariate approach" we refer to quantiles in the distribution of each single
variable separately, i.e. to extremes in the marginals. To clarify we changed p.8, l.30
to: In this case, one would consider a data point to be extreme, if one or several of the
univariate variables are above (or below) a certain quantile threshold of the marginal
distributions of each single variable.

Reviewer:
- p.9, ll.1-2: The event coincidence analysis the authors refer to here is a bivariate
(or, in its extension, multivariate) statistical method. Its relevance in the context of the
present work is not clear, since I do not find information that statistical interrelationships
between anomalies in different variables are considered here.
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Response:
We totally agree with the reviewer that the mentioned coincidence analysis do not
consider interrelationships between different variables. Therefore, we also write p.8,
ll.29-30, that the technique is "multiple univariate". We would not consider it, to be a
"real" multivariate technique as the following ones. However, it is the simplest tech-
nique for detecting anomalies in multiple data streams. Thus, we use the technique as
benchmarking for the other algorithms.

Reviewer:
- p.9, l.3: Details on the definition of the threshold exceedance score should be given.

Response:
We will add the details on that: different thresholds in terms of quantiles of the marginal
distributions between 0.0 to 1.0 (accuracy 0.01) are used.

Reviewer:
- p.9, l.12: I suppose that the authors are using standardized variables; otherwise,
defining distances across different variables might not make much sense in the real-
world data case. I recommend elaborating a bit more on this aspect.

Response:
In our artificial data, the variables are already comparable by construction, so stan-
dardisation is not needed. However, for the real-world data standardisation is impor-
tant. Furthermore it might even be an additional error source, if not applied with care.
We elaborate already on that on p. 16, l.18, but nevertheless add an additional sen-
tence for clarification: For real-world data, variables have to be standardized with care
before computing the distance matrix (Sect. 5). However, in our artificial data farm the
variables are already comparable by construction, thus standardization is not needed.
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Reviewer:
- p.9, ll.15-16: This formulation should be checked again; for me, the difference be-
tween the two measures does not become obvious from the given description.

Response:
We change it to: K-nearest neighbours (KNN) can be used for anomaly detection
by considering the mean distance to the k-nearest neighbors (KNN-Gamma) and the
length of the mean of the vectors pointing from Xt to its k-nearest neighbors (KNN-
Delta). With that approach KNN-Delta considers also the direction of the neighbors,
i.e. has higher values in case its nearest neighbours are pointing in one direction,
which is in contrast to the directionless distance of KNN-Gamma.

Reviewer:
- p.9, ll.18-19: In how far do the authors really "take advantage" here? Isn’t it rather
that you wish to exclude trivial information due to autocorrelation in your variables?

Response:
Indeed, "take advantage" was rather meant in the sense of improving the algorithm’s
capability to deal with autocorrelated data. Thus, we reformulate according to the
reviewers suggestion to: We exclude trivial temporal autocorrelations by excluding 5
neighbouring time steps to be also nearest neighbours.

Reviewer:
- p.9, l.29: "An epsilon-hyperball"

Response:
Done
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Reviewer:
- p.9, l.31: ζ · T−1

Response:
Done

Reviewer:
- p.9, l.32: “degree of centrality” is not the proper network theoretic term (it would be
“degree centrality” or just “degree”); however, what the authors consider here is not the
degree, but the “degree density” (cf. Donges et al., Phys. Rev. E, 85, 046105, 2012).

Response:
We thank the reviewer pointing this out and changed the term in degree density, as
well as adding the correct citation.

Reviewer:
- p.9, l.33: "quantiles of the distribution of elements of the distance matrix" (also on
p.10, ll.3-4)

Response:
Done

Reviewer:
- p.10, l.20: "of the one-class support vector machine"

Response:
Done
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Reviewer:
- p.10, l.28: "that is fixed"

Response:
Done

Reviewer:
- p.11, ll.7-9: Temperature extremes represent strong deviations from the mean rather
than "changes in the mean".

Response:
We changed "changes in the mean" to "deviations from the mean".

Reviewer:
- p.14, l.17: Do the authors mean "mean length of the vectors"?

Response:
Indeed, we changed it.

Reviewer:
- p.16, l.1: "that these findings" or "that their findings"

Response:
Changed to "their findings".

Reviewer:
- p.17, l.22: "parameterise"
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Response:
Done

Reviewer:
- p.18: It is a bit unusual to write the Conclusions completely in present tense. Maybe
you wish to consider using present perfect here?

Response:
We will rewrite the first paragraph of the Conclusions in past tense.

Reviewer:
- p.18, ll.12-13: Maybe it is worth clarifying here again that the results apply for the
considered types of anomalies?

Response:
We added "for the considered event types" for clarification.

Reviewer:
- Figure A2: It would be interesting to see these charts detailed for the different detec-
tion algorithms (e.g. using different colors for the respective bars). Maybe the authors
could add some corresponding figure as supplementary material?

Response:
We will prepare an additional figure as suggested by the reviewer.

Reviewer:
- p.21, l.4: I suggest putting the two equations in brackets.
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Response:
Done

Reviewer:
- The authors should check/revise/complete the following citations: Bintanja and van
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