
	 	 	 	 	 	 	 	 	 Jena,	07	March	2016	1	

	 	2	

	3	

Dear	Editors	and	Reviewers,	4	

	5	

we	thank	both	reviewers	for	their	positive	evaluation	of	our	manuscript	and	their	6	

constructive	comments.	We	also	appreciate	the	more	critical	comments	that	were	7	

mainly	related	to	structure	and	clarity	of	the	manuscript.	8	

We	respond	to	all	comments	in	a	point-by-point	manner	in	individual	responses,	which	9	

are	reproduced	below	and	in	few	cases	slightly	expanded.	Changes	made	to	the	10	

manuscript	are	highlighted	in	an	additional	file.		11	

We	believe	that	the	manuscript	has	improved	significantly	on	the	basis	of	the	comments,	12	

in	particular	with	respect	to	clarity,	structure,	balance	of	cited	references,	and	in	13	

providing	a	concise	message.	14	

Please	do	not	hesitate	to	contact	us	in	case	any	further	questions	arise.	We	would	highly	15	

appreciate	if	our	manuscript	could	be	considered	suitable	for	publication	in	Earth	16	

System	Dynamics.	17	

	18	

Sincerely,	19	

Sebastian	Sippel	on	behalf	of	all	authors	20	

	 	21	



Reply	to	Anonymous	Referee	#1	comment	on	Sippel	et	al.,	2016,	Earth	System	Dynamics	22	

Discussions,	doi:10.5194/esd-2016-48	23	

The	paper	"Refining	multi-model	projections	of	temperature	extremes	by	evaluation	against	24	

land-atmosphere	coupling	diagnostics"	uses	temperature	and	ET	to	explore	the	land-25	

atmosphere	interactions	during	heat	waves	in	models.	It	then	uses	the	derived	coupling	metric	26	

to	constrain	the	CMIP-5	models	and	show	that	the	constrained	ensemble	provides	better	27	

representation	of	heat	waves.	Overall	the	paper	is	interesting	and	should	be	published,	however	28	

it	is	poorly	written	in	that	there	is	insufficient	justification	of	the	methodology,	overuse	of	29	

supplementary	figures	and	a	lack	of	discussion	and	analysis.	This	makes	the	paper	difficult	to	30	

follow	and	understand.	The	authors	present	too	much	material	and	they	need	to	trim	it	down	to	31	

provide	a	strong	and	concise	message.	Therefore,	I	am	recommending	that	the	paper	needs	32	

major	revisions	before	it	is	published.	The	specific	comments	that	motivated	this	decision	are	33	

given	below.		34	

We	thank	the	reviewer	for	the	overall	positive	comments	on	our	manuscript,	and	also	35	

acknowledge	the	more	critical	comments.	We	understand	that	the	critical	comments	are	36	

mainly	related	to	an	indeed	densely	written	manuscript,	partly	unsatisfactory	description	37	

of	figures/methods,	and	that	the	manuscript	would	benefit	from	a	more	concise	message.	38	

In	a	revised	version	of	the	manuscript,	we	focus	on	the	two	main	findings	of	this	paper	to	39	

provide	a	strong	and	concise	message:	Namely,	we	show	that	40	

1) a	relatively	large	fraction	of	CMIP5	models	(up	to	~50%	in	some	regions)	41	

misrepresent	warm	season	land-atmosphere	coupling	in	mid-latitude	regions,	i.e.	42	

the	occurrence	of	water-limited	regimes	(coincidences	of	high	T	anomalies	with	43	

low	ET	anomalies)	are	systematically	overestimated	relative	to	observations-44	

based	datasets;	45	

2) the	representation	of	land-atmosphere	coupling	(i.e.	T-ET	coincidences)	in	the	46	

models	is	closely	related	to	biases	in	the	simulation	of	temperature	extremes;	47	

therefore	the	application	of	a	"land-atmosphere	coupling	constraint"	derived	from	48	

our	ensemble	of	observations-based	datasets	reduces	biases	in	temperature	49	

extremes	and	variability	in	a	physically	consistent	way.	50	

Please	note	also	that	we	have	restructured	the	Abstract	in	that	it	now	specifies	the	51	

presentation	of	these	two	main	findings	in	logical	order.	Also,	we	have	reduced	the	52	

number	of	Supplementary	Figures	to	avoid	unnecessary	detail.	53	



Furthermore,	we	improve	the	description	of	figures/methods,	elaborate	on	explanations	54	

and	discussions	as	outlined	below	in	response	to	the	reviewer's	specific	comments.	55	

Specific	Comments:		56	

Pg.	2,	lines	3-7:	This	description	makes	sense	but	I	cannot	see	the	connection	between	this	57	

description	and	the	“conceptual”	Fig.	1a,b.	It	may	be	conceptual	for	the	authors,	but	there	needs	58	

to	be	more	description	about	what	each	of	the	symbols	in	the	figures	means	and	how	it	connects	59	

to	the	description	in	the	text.	Specifically,	what	is	the	difference	between	a	thick	and	thin	arrow,	60	

curved	versus	straight,	positive-negative	sign,	square,	circle,	rectangle	and	different	colors.	61	

There	is	a	lot	going	on	in	the	figure	and	it	is	hard	to	know	what	is	important	and	what	is	just	62	

there	for	aesthetic	purposes.	63	

We	agree	with	the	reviewer's	critique,	and	provide	a	detailed	description	of	the	purpose	64	

of	all	graphical	elements	in	the	revised	manuscript.	Specifically,	we	have	removed	curved	65	

arrows,	misleading	colors	and	shapes	in	the	revised	figure	(except	that	the	yellow	66	

triangle	indicates	an	external	trigger	of	feedbacks).	Plus	and	minus	signs	indicate	positive	67	

and	negative	impacts,	respectively.	We	hope	all	this	becomes	clear	in	the	revised	Figure	68	

and	explanation.	69	

Pg	4,	line	12:	Why	use	the	old	version	of	the	NCEP	reanalysis	and	not	the	CFSR?	Why	not	use	70	

datasets	with	consistent	temperature,	evaporation	datasets	like	MERRA	and	CFSR.	These	71	

datasets	have	both	temperature	and	evaporation.	Why	would	you	expect	ET	from	one	dataset	to	72	

be	correlated	with	T	from	another?	There	needs	to	be	more	discussion	on	this.		73	

One	of	the	main	goals	of	our	study	was	to	explicitly	use	as	many	ET	datasets	as	possible	74	

(including	diagnostic/empirical	datasets	derived	from	e.g.	remote	sensing	or	flux	75	

measurements),	because	there	remains	a	very	large	spread	between	individual	ET	76	

products	(see	e.g.	Mueller	et	al.,	2013).	Therefore,	using	only	"consistent"	T-ET	77	

combinations	from	a	specific	reanalyses	would	exclude	diagnostic	datasets	and	would	not	78	

sample	the	large	spread	between	the	different	ET	products.	However,	despite	this	all	T-ET	79	

dataset	combinations	are	originally	derived	from	real-world	observations	(or	land	80	

models	driven	by	observations),	and	therefore	can	be	expected	to	represent	relevant	81	

features	in	the	observations,	especially	on	large	spatio-temporal	scales	(here	monthly	82	

data,	mostly	on	SREX-region	level).	Please	note	also	that	the	coincidence	methodology	is	83	

robust	to	noise	in	that	it	is	not	sensitive	to	any	numerical	values	or	outliers	in	the	data	84	

(but	e.g.	covariance	or	correlation-based	metrics	would	be	sensitive	to	numerical	values),	85	



but	only	considers	threshold	exceedances	(see	e.g.	Donges	et	al.	(2016)	for	an	in-depth	86	

description	of	the	method	and	Schleussner	et	al.	(2016)	for	an	application).	87	

Most	importantly,	however,	we	have	investigated	the	T-ET	consistency	issue	in	detail,	and	88	

find	that	the	spread	in	T-datasets	is	basically	negligible	in	comparison	to	the	large	89	

uncertainties	and	discrepancies	in	ET-datasets	(please	see	figures	1	-	3	below):		90	

Figure	1	below	is	reproduced	from	Fig.	2	in	the	main	manuscript	and	shows	the	91	

distribution	of	(a)	VACb	("energy-limitation")	and	(b)	VACc	("water-limitation")	in	CMIP5	92	

models	and	various	combinations	of	T-ET	datasets.	The	ET	datasets	are	derived	through	93	

diagnostic	means	(circles),	land	surface	model	simulations	(diamonds),	and	reanalyses	94	

(triangles).	If	we	assume	that	an	"inconsistent"	combination	of	T	and	ET	datasets	(i.e.	95	

from	different	sources)	would	not	be	feasible	for	the	present	analysis	(as	suggested	by	the	96	

Reviewer),	then	we	would	expect	these	"inconsistent"	T-ET	combinations	to	be	shifted	97	

towards	independent	noise	without	correlations	(i.e.	symmetrically	around	the	pink	98	

range).	However,	to	the	contrary,	we	find	that	the	observations-based	dataset	99	

combinations	are	indeed	not	strongly	affected	by	noise,	as	they	lie	systematically	above	100	

(Fig.	1a)	or	below	(Fig.	1b)	the	noise	level.	More	importantly,	however,	we	have	tested	101	

explicitly	for	the	effect	of	choosing	different	temperature	datasets	(see	Figure	2	below).	102	

Here,	we	find	that	changing	the	temperature	observations	that	are	to	be	combined	with	103	

ET	datasets	has	only	a	minor	effect	on	the	location	of	the	respective	grey	or	black	dot	in	104	

the	VACb-VACc	diagram	(e.g.	three	black	triangles	are	the	Median	Reanalyses	ET	dataset	105	

combined	with	CRU-temperature,	ERAI-temperature,	and	NCEP-temperature,	106	

respectively).	This	indicates	that	by	far	the	largest	source	of	uncertainty	stems	from	the	107	

choice	of	ET	dataset,	and	the	uncertainty	that	stems	from	the	choice	of	temperature	108	

dataset	is	(almost)	negligible.	Also,	in	Fig.	2	we	also	find	that	the	observations-based	T-ET	109	

combinations	are	systematically	shifted	from	the	"random	range"	(around	0.3	in	both	110	

VACc/VACb)	to	favour	the	more	water-limited	(high	VACb)	regimes	(except	one	111	

diagnostic	ET	dataset	that	in	many	cases	tends	to	lie	around	random	and	uncorrelated	112	

data).	Finally,	a	direct	comparison	between	T	datasets	reveals	that	on	a	monthly	time	113	

scale	these	datasets	are	almost	perfectly	correlated	(Figure	3,	top).	In	contrast,	114	

correlations	between	different	ET	datasets	are	low	(Figure	3,	bottom),	which	indeed	115	

confirms	that	the	uncertainty	induced	by	the	choice	of	T-dataset	is	almost	negligible	given	116	

the	large	uncertainties	induced	by	the	spread	between	different	ET	datasets.		117	

We	include	more	discussion	on	this	issue	in	the	revised	manuscript	(Section	2.1).	118	

	119	



Regarding	temperature	from	NCEP/DOE	reanalysis	vs.	CFSR	reanalysis:	Thanks	for	120	

pointing	out	that	NCEP/DOE	is	an	old	version.	We	have	replaced	the	NCEP/DOE	reanalysis	121	

by	the	newer	CFSR	reanalysis	and	redone	all	calculations	with	the	three	temperature	122	

datasets	CRU,	ERAI,	and	CFSR	(instead	of	CRU,	ERAI,	and	NCEP/DOE	previously).	Results	123	

are	almost	exactly	the	same	(as	to	be	expected	due	to	well-correlated	temperature	124	

datasets,	see	above).		125	

	126	

	127	

 128	

Figure	1:	Evaluation of T-ET coupling in global climate models. (a, b) VACb (a) and VACc 129	

coupling in the CMIP5 climate model ensemble and observations-based benchmarking 130	

datasets in Central Europe (CEU, 1989-2005, area-average) with systematic warm season 131	

differences. Randomness indicates the 5th to 95th percentile range obtained by randomly 132	

permutating both time series with respect to the other (N = 100 times) to obtain independent 133	

data (reproduced from Fig. 2a,b in the main manuscript). 134	

		135	
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Figure 2. Evaluation of T-ET coupling in global climate models. (a, b) VACb (a) and VACc coupling in the CMIP5 climate model ensemble

and observations-based benchmarking datasets in Central Europe (CEU, 1989-2005, area-average) with systematic warm season differences.

Randomness indicates the 5th to 95th percentile range obtained by randomly permutating both time series with respect to the other (N = 100

times) to obtain independent data. (c) Difference in the VACc median of the CMIP5 ensemble and benchmarking datasets. (d) Fraction of

CMIP5 models that are inside the 5th-95th percentile spread of the benchmarking datasets. (e, f) Range of VACc-occurrences (5th to 95th

percentile range) in CMIP5 models (e) and in the ensemble of observations (f).

19



 136	

Figure	2:	VACb	plotted	against	VACc	(Central	Europe,	JJA)	for	CMIP5	models	and	various	137	

T-ET	combinations.	All	ET	datasets	have	been	combined	with	each	CRU-temperature,	138	

NCEP-temperature,	and	ERAI-temperature,	and	therefore	each	dot	is	plotted	three	139	

times.	140	

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7

0.
0

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

VACb

VA
C

c

��
��

����

����

�
�

�
�

�
�
�

�
�

�
�
�

�
�

�

�

�

�
�

�
�

�

�

�
�

�
�

�

�

�
�

�
�

�

�

�
�

�
�

��

�

��

�

��

�

��

�

��

�

��

��

��
�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

�

�

�

�

�

�

�

�
�

�

��

�

�

��

�

�
���

�
��

�
��

�
��

�
��

����

����

����

��

�

��

�

�

�
�

��

�

�

� �

��

�

��

�

��

�

�

�
��

�

�

��

�

�

�

�

�

�

�

�

�
�

��
�� �

�
�

�

��

�

�

��

��

����

��

�

�� �

�

�� �
�� �

�

�� �

��

�

�

�

�

�

�

�

�

��

�

�

�

����

��

����

����

�

�

��

�

��

�

��

�

�

�

�

�
�

�

�
�

�

�

���
�

�
����

�

����

����

R = �0.98

�

�

�

�

�

�

�

�

�

�

�

�

�

�

����

�

�

�

Diagnostic
LSM
Reanalyses
Median Diagnostic (LFE)
Median LSM (LFE)
Median Reanalyses (LFE)
LandFluxEVAL�Median
CMIP5

CEU�JJA



	141	

Figure 3: Correlation between different Tair datasets (top), and different ET datasets (bottom). 142	

	 	143	
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Pg	4,	lines	19-20:	Make	sure	to	reemphasize	this	when	discussing	the	results.		144	

We	reemphasize	this	point	in	the	Results	and	Discussion	section.	145	

Pg	4,	line	28:	This	is	a	good	use	of	supplementary	material	as	there	is	sufficient	description	to	146	

know	that	it	contains	a	list	of	the	37	models	used,	but	it	is	not	necessary	for	understanding	and	147	

interpreting	the	results	of	this	paper.		148	

Pg	4,	lines	28-30:	This	is	an	important	assumption	for	this	study	and	the	description	is	a	bit	149	

vague.	What	does	“tend”	mean?	It	would	be	better	to	provide	some	sort	of	quantitative	measure	150	

of	the	variability	across	ensembles.	Is	this	true	for	all	locations?	Given	the	importance	of	this	151	

assumption	there	needs	to	be	further	analysis	and	discussion	as	to	why	you	think	this	is	a	152	

reasonable	assumption.		153	

We	agree	this	is	an	important	point	that	needs	more	clarification:	VACc	at	present	is	a	154	

very	good	predictor	for	VACc	in	the	future	(significant	correlation	globally	across	almost	155	

all	locations,	see	Figure	4	below).	This	indicates	that	variability	in	land-atmosphere	156	

coupling	across	models	as	diagnosed	by	the	VACc	index	is	largely	a	model-inherent	157	

feature	that	is	determined	by	model	structure,	and	model-internal	variability	on	30-year	158	

time	scales	plays	only	a	comparatively	minor	role.	More	importantly,	Figures	S6	and	S7	in	159	

the	Supplementary	Material	of	the	Discussion	version	confirm	this	interpretation:	While	160	

there	is	some	variation	in	VACc	within	individual	models	in	the	1989-2005	period	(mostly	161	

in	models	with	many	ensemble	members	including	perturbed	physics),	the	large	model	162	

spread	overall	is	clearly	dominated	by	across-model	variability	(and	therefore	we	have	163	

chosen	only	one	ensemble	member	per	model	-the	often-chosen	standard	run	r1i1p1-	to	164	

investigate	variability	across	the	CMIP5	ensemble	without	being	confounded	by	inequal	165	

ensemble	sizes	for	individual	models).		166	

However,	it	is	important	to	note	that	there	might	be	substantial	variability	in	land-167	

atmosphere	coupling	within	models	or	ensemble	runs	of	the	same	model	for	individual	168	

(e.g.	extreme)	years	(see	e.g.	Sippel	et	al.,	2016	for	a	regional	model	over	Europe)	or	on	169	

multi-year	but	not	climatological	time	scales,	or	for	model	ensembles	with	perturbed	170	

physical	parametrisations	(which	is	beyond	the	scope	of	this	manuscript	but	could	be	171	

promising	future	research).	We	clarify	all	these	points	in	the	revised	manuscript.	172	

	173	



 174	

Figure	4:	Correlation between present-day and future land-atmosphere coupling reveal that 175	

occurrences of VACc are largely model-inherent features. 176	

	177	

Pg	6,	line	2:	I	find	this	equation	and	description	extremely	confusing.	It	took	me	several	times	of	178	

reading	the	text	to	understand	the	metric.	I	am	still	have	no	idea	of	what	is	represented	in	the	179	

equation	particularly	in	the	summation.	Where	does	the	1	come	from	and	why	does	it	have	a	180	

subscript?	The	equation	is	more	confusing	than	the	text	and	does	not	help	at	all	with	181	

understanding	the	metric.	From	what	I	understand	from	the	metric,	the	VACb	gives	the	percent	182	

of	the	highest	30%	of	temperatures	that	correspond	with	highest	30%	of	ET,	while	VACc	gives	183	

the	percent	of	the	highest	30%	temperatures	that	correspond	with	the	lowest	30%	ET.	It	is	184	

difficult	to	remember	which	was	VACb	and	VACc.	It	would	be	helpful	if	there	was	naming	185	

convention	that	is	more	descriptive	instead	of	b	and	c.		186	

We	agree	that	the	equation	is	confusing	and	aim	to	explain	it	better	in	the	revised	187	

manuscript.	Your	interpretation	of	the	VACb	and	VACc	metric	is	correct	-	and	we	will	188	

clarify	this	interpretation	in	the	text	(i.e.	include	a	verbal	description	in	the	text	after	the	189	

equations).		190	

The	equation	is	simply	there	to	state	that	we	count	coincidences	of	T	and	ET	in	a	given	191	

category	(e.g.	positive	T	and	negative	ET)	to	get	the	average	coincidence	rate	r_VACb.	The	192	

"1"	in	the	equation	just	means	we	count	1	for	each	occurrence	of	VACb	-	and	0	otherwise	193	

(the	indicator	function,	https://en.wikipedia.org/wiki/Indicator_function).		194	

Is land-atmosphere coupling a model-inherent feature?
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Figure S6. (Top) V ACc occurrences in Central Europe (JJA) in individual models. (Bottom) Correlation between present-day and future
land-atmosphere coupling reveal that occurrences of V ACc are largely model-inherent features.
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Lastly,	we	also	put	more	emphasis	on	the	meaning	of	VACb	("energy-limitation")	and	195	

VACc	("water-limitation").	However,	we	would	not	rename	VACb	and	VACc,	just	to	be	196	

consistent	with	earlier	studies	that	introduced	the	VAC-metric	(Zscheischler	et	al.,	2015).	197	

	198	

Pg	6,	line	10:	I	thought	Fig	1a,b	was	just	a	conceptual	example,	how	does	this	connect	with	the	199	

simple	example	of	monthly	time	series	referenced	here?	It	seems	to	me	that	Fig	1a,b	are	200	

completely	unrelated	with	the	rest	of	the	figure,	so	why	put	them	together?	If	they	are	related,	201	

then	there	needs	to	be	more	description	as	to	how	they	are	connected.		202	

The	subfigures	are	indirectly	related:	In	Fig.	1a	and	Fig.	1b	we	conceptualize	"wet"	and	203	

"dry"	regimes,	respectively.	Fig.	1c/e	and	Fig.	1d/f	then	illustrate	how	time	series	and	the	204	

T-ET	correlations	look	like	in	models	that	predominantly	produce	"wet"	(NorESM1-M)	205	

and	"dry"	(ACCESS1-3)	regimes,	respectively.	In	the	revised	version,	we	explain	this	point	206	

better	in	the	caption	and	in	the	text.	The	new	text	reads	(i.e.	Section	2.2):		207	

"Fig.	1c-f	shows	a	simple	example	of	monthly	time	series	of	T	and	ET	simulated	from	two	CMIP5	208	

models	and	occurrences	of	VACb	and	VACc	are	highlighted.	Note	that	for	the	same	region	(area-209	

average	over	Central	Europe,	CEU)	and	time	of	the	year	(monthly	data	for	June,	July,	and	210	

August),	one	model	produces	predominantly	energy-limited	regimes	(VACb,	Fig.	1c,e	and	211	

compare	to	conceptual	illustration	in	Fig.	1a),	whereas	the	other	model	produces	predominantly	212	

water-limited	regimes	(VACc,	Fig.	1d,f	and	concept	in	Fig.	1b)." 213	

Pg	6,	line	14-16:	“Might”	is	not	very	reassuring	and	is	an	inherently	weak	argument.	Correlation	214	

is	also	universally	known	and	if	you	use	a	rank	correlation	it	can	also	pick-up	on	the	non-215	

linearities.		216	

"Might"	can	be	safely	removed	because	in	the	next	sentence	as	we	say	(and	show)	that	it	217	

does	pick	up	non-linearities	(see	next	comment	below).	218	

Pg	6,	lines	16-19:	Not	sure	what	this	means.	This	needs	more	discussion.	Also,	this	is	an	219	

inappropriate	use	of	supplementary	information.	There	is	no	information	about	what	is	plotted	220	

in	S1.	Furthermore,	this	seems	like	an	important	justification	of	the	methodology	and	should	be	221	

included	in	the	text.		222	

In	the	revised	manuscript	we	provide	an	expanded	explanation	what	we	mean:	223	

Essentially,	correlations	(Pearson,	rank,	etc.)	emphasize	the	whole	distribution,	while	our	224	

coincidence	analysis	using	VACb	and	VACconly	looks	at	the	warm	tail.	Figure	S1	shows	225	



that,	by	correlating	VACb	and	VACc	in	both	models	(red),	observations	(black),	and	226	

artificial	data	sampled	from	a	two-dimensional	Gaussian	distribution	with	different	227	

covariances,	both	models	and	observations	(red	and	black	dots	in	bottom	left	subfigure	in	228	

S1)	the	VACb	and	VACc	rates	exceed	those	that	would	be	expected	in	artificial	data	(grey	229	

dots).	This	deviation	indicates	that	the	warm	tail	is	indeed	different	to	the	remainder	of	230	

the	distribution	(e.g.	no	such	deviation	is	detected	for	the	cold	tail,	VACa	and	VACd	in	the	231	

bottom	right	subfigure);	and	hence	an	evaluation	metric	that	focuses	on	the	(warm)	tail	is	232	

indeed	useful.	233	

Pg	6,	lines	18-19:	If	it	yields	quantitatively	similar	results	then	why	bother	with	the	VAC?	It	is	234	

much	easier	to	understand	correlation.	What	about	the	significance	level	for	the	VAC?	Is	there	235	

any	way	to	statistically	quantify	the	significance	of	the	VAC	as	to	provide	some	level	of	236	

confidence?	If	not,	that	is	a	major	disadvantage	over	a	traditional	correlation	metric	and	needs	237	

to	be	discussed.	I	am	not	against	using	the	VAC,	but	as	presented	here	the	justification	for	using	238	

it	is	extremely	weak.	You	need	to	convince	the	reader	that	this	obscure	metric	is	worth	using.		239	

Please	consider	a	few	things	regarding	the	method:	240	

First,	as	noted	above,	we	believe	that	it	is	an	advantage	to	use	"non-traditional"	241	

evaluation	metrics	in	this	case	because	these	focus	on	the	tails	rather	than	the	whole	242	

distribution	(and	this	would	become	even	more	important	for	sub-monthly	or	daily	time	243	

series).	244	

Second,	the	method	is	robust	and	non-parametric	-	i.e.	it	is	not	sensitive	to	numerical	245	

values	or	outliers	in	the	data.	For	this	reason	it	has	been	used	in	a	number	of	studies	246	

dating	back	quite	a	long	time	(e.g.	Quiroga	et	al.,	2002),	but	also	very	recent	studies	247	

(Siegmund	et	al.,	2016).	248	

Significance	can	be	established	quite	simply	with	coincidence	metrics,	see	e.g.	Donges	et	249	

al.	(2016)	for	an	overview.	In	our	paper	we	use	a	permutation-based	scheme	to	find	the	250	

range	of	VACc-rates	one	would	obtain	in	random	data	(e.g.	Fig.	2).	We	have	made	all	these	251	

points	more	clear	in	the	revised	manuscript.	252	

Pg	6,	line	20:	This	is	a	reasonable	use	of	a	supplementary	figure	because	it	provides	more	depth	253	

to	the	analysis,	but	is	not	directly	necessary	for	understanding	the	paper.	It	could	be	improved	254	

by	providing	a	better	description.	For	example,	“the	model	evaluation	as	shown	in	Fig	X	is	255	

presented	for	a	90th	percentile	threshold	in	Fig	S2	and	shows	.	.	.”	If	this	figure	is	completely	256	



different	from	any	other	figure	presented	in	the	text,	then	you	need	to	include	a	more	257	

descriptive	discussion	about	it	in	the	text.		258	

Thanks	for	the	suggestion!	We	have	taken	it	up.	259	

Pg	8,	lines	4-5:	A	figure	is	not	a	reference,	don’t	use	it	like	one.	There	needs	to	be	discussion	260	

about	the	figure	and	what	it	shows.	Parts	a	and	b	need	to	be	explained	more.	I	am	unsure	as	to	261	

what	the	different	shapes	represent	and	the	colors.		262	

We	appreciate	this	point	and	make	sure	that	every	figure	is	appropriately	explained	and	263	

discussed,	both	in	the	text	and	in	the	caption.	Shapes	represent	the	different	ET	datasets	264	

used	(diagnostic,	land	surface	model-based,	and	reanalyses)	-	and	the	violins	indicate	the	265	

distribution	over	all	CMIP5	models	(orange	or	dark	red)	and	observations-based	datasets	266	

(gray).	267	

Pg	8,	line	10:	Fig.	3b	does	not	say	Pearson	correlation,	make	sure	it	is	consistent	with	the	other	268	

plots.		269	

Thanks,	fixed.	270	

Pg	8,	line	25:	It	is	ok	to	reference	a	figure	like	this	if	you	have	already	discussed	it	but	since	this	271	

is	the	first	time	that	fig	4	has	been	mentioned	you	need	to	describe	what	is	being	plotted.	Also,	272	

this	is	an	inappropriate	use	of	supplementary	material.	There	needs	to	be	explanation	in	the	273	

text.	How	does	it	differ	from	what	is	being	plotted	in	fig	4a-b.	Seems	like	the	authors	are	using	274	

supplementary	figures	instead	of	actually	discussing	the	important	aspects	of	the	analysis.		275	

Thanks	for	insisting	on	a	proper	discussion	of	all	material.	We	have	expanded	the	description	and	276	

discussion	of	this	Figure,	and	also	explained	that	the	Supplementary	Figures	highlight	additional	277	

details	in	that	they	illustrate	all	individual	occurrences	of	VACc	and	VACb	events.	278	

Pg	8,	line	31:	I	think	Fig.	4	is	the	best	and	most	impactful	figure	in	this	paper.	Make	sure	that	you	279	

emphasize	its	importance.		280	

Thanks,	we	will	emphasize	the	points	that	are	raised	by	Fig.	4	more	in	the	revised	281	

manuscript.	282	

Pg	9,	line	2:	What	does	“substantially”	mean?	Is	it	significant	statistically	speaking?		283	

Thanks	for	this	hint.	We	have	indeed	tested	whether	the	reductions	in	TXx	and	in	the	90th	284	

percentile	TXx	(ensemble	average	across	the	90th	percentile	TXx	in	each	model)	are	285	



statistically	significant,	using	a	non-parametric	permutation	t-test.	Indeed,	as	would	be	286	

expected,	these	reductions	are	significant	in	coupling-sensitive	transitional	regions	(CEU,	287	

CNA,	partly	in	the	Amazon);	whereas	in	regions	that	are	not	sensitive	to	land-atmosphere	288	

coupling	the	constraint	does	not	induce	any	significant	changes:	289	

	290	

	291	

	292	

−9 −5 −1 3 5 7 9
Absolute reduction in txx−mean [°C] (warm seas., 1981−2010)

● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ●
● ● ●

● ● ● ●
●

● ●
● ● ●

● ● ● ●
● ● ● ●

●
●

●

●
●

● ●
● ●

●
● ● ●

● ●
● ●

●

●
●

●

−9 −5 −1 3 5 7 9
Absolute reduction in txx−90th perc. [°C] (warm seas., 1981−2010)

● ● ● ● ● ●
● ● ● ● ● ● ● ● ● ●

● ● ● ● ● ● ●
● ●

●
● ● ●

● ●
● ● ● ●

● ● ●
● ●

●

●

●
●



Pg	9,	line	25:	Again	there	is	no	information	about	what	is	plotted	in	the	figure	and	the	text	makes	293	

it	sound	relevant	for	understanding	and	interpreting	the	results	for	this	paper	and	therefore	it	294	

should	be	included	in	the	actual	paper	and	not	as	supplementary	material.		295	

The	intention	was	to	indicate	that	an	appropriate	representation	of	land-atmosphere	296	

coupling	is	not	only	relevant	for	T	and	ET	-	but	for	related	to	biases	in	other	variables	as	297	

well	(but	which	is	not	the	main	focus	of	this	paper).	We	will	make	this	clear.	298	

Pg	10,	Line	3:	Again,	supplementary	plots	are	not	a	reference.	There	needs	to	be	an	explanation	299	

of	the	figure.		300	

We	have	removed	the	reference	to	Fig.	S13	here.	301	

Pg	10,	Line	8:	If	you	reference	the	same	supplementary	figure	more	than	once,	then	that	is	a	302	

good	indication	that	it	should	be	included	it	in	the	text.	There	is	more	discussion	in	the	text	on	303	

S13	then	on	Fig.	5.		304	

Thanks	for	these	useful	comments.	We	will	provide	an	extended	explanation	and	305	

discussion	in	the	revised	manuscript.	306	

	307	
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Reply	to	Anonymous	Referee	#2	comment	on	Sippel	et	al.,	2016,	Earth	System	Dynamics	329	

Discussions,	doi:10.5194/esd-2016-48	330	

	331	

The	manuscript	by	Sippel	et	al.	addresses	the	reduction	of	ensemble	temperature	projections	by	332	

using	best	estimates	of	soil	moisture-temperature	coupling	diagnostics	under	current	climate	333	

conditions.	Although	the	technique	itself	has	been	applied	in	several	other	studies,	the	current	334	

application	is	novel	and	the	results	are	highly	relevant	for	our	understanding	of	projections	of	335	

temperature	extremes.	The	manuscript	is	generally	well-written	and	results	are	presented	in	a	336	

concise	manner.	The	work	seems	technically	sound,	and	I	could	not	detect	any	major	flaws	in	the	337	

reasoning	and/or	analysis,	although	some	minor	points	were	identified	that	will	need	to	be	338	

addressed.	Therefore,	I	believe	the	manuscript	can	be	accepted	for	publication	after	minor	339	

revisions.		340	

We	appreciate	the	positive	evaluation	of	our	study	and	research.	341	

I	have	the	following	remarks/observations:		342	

• VAC	is	based	on	the	30/70th	percentile,	whereas	the	authors	consider	the	90th	343	

percentile	of	TXx.	Please	motivate	if	and	why	this	is	justified	and	consistent	(coupling	344	

might	be	different	for	highest	percentiles).		345	

Yes,	indeed	-	The	reviewer	is	correct	in	that	coupling	might	be	very	different	far	in	the	tail	346	

of	e.g.	the	temperature	distribution	(e.g.	for	the	highest	percentiles	temperature	347	

extremes	vs.	warm,	but	not	extremely	warm	conditions).	This	is	an	important	caveat	of	348	

our	study	(since	we	are	unable	to	address	very	rare	events	because	observations-based	349	

datasets	are	generally	short	in	time	and	in	many	cases	only	available	on	monthly	350	

resolution).		351	

In	the	end,	both	choices	are	somewhat	subjective:	The	choice	for	the	30/70th	percentile	352	

for	determining	the	coupling	metric	has	been	discussed	(only)	briefly	in	the	manuscript:	353	

Here,	the	point	is	that	the	threshold	choice	is	basically	a	trade-off	between	having	enough	354	

data	while	still	looking	at	warm	conditions	(for	both	VACb	and	VACc).	An	additional	355	

analysis	using	the	10th/90th	percentile	for	computing	VACb	and	VACc	yields	very	similar	356	

results	(Figure	S5),	therefore	increasing	the	confidence	in	our	results	independent	of	the	357	

specific	threshold	choice,	but	unavoidably	throws	away	more	data.		358	

For	TXx,	we	look	at	both	ensemble	mean	TXx	and	the	90th	percentile	TXx	across	the	359	

ensemble	(cf.	Fig.	4d	for	TXx	ensemble	mean	and	Fig.	4f	for	TXx	90th	percentile).	While	360	



the	metric	"ensemble	mean	TXx"	is	quite	natural,	the	consideration	to	choose	the	"90th	361	

percentile	TXx"	arose	mainly	from	considering	the	"upper	end"	of	projected	TXx	values	362	

(similar	metrics	based	on	ensemble	spread	are	also	taken	as	the	uncertainty	bounds	for	363	

heat	extremes,	see	e.g.	Seneviratne	et	al.,	2016,	Nature).	Again,	changes	in	ensemble	mean	364	

TXx	and	90th	percentile	TXx	are	consistent	-	i.e.	the	changes	induced	by	the	constraint	365	

have	the	same	sign,	but	are	more	pronounced	for	the	90th	percentile	of	TXx.	Therefore,	366	

we	believe	that	these	choices	are	well-justifiable,	and	we	make	these	considerations	more	367	

clear	in	the	revised	manuscript.	368	

However,	the	inherent	subjectivity	of	these	choices	also	means	that	there	is	scope	for	369	

additional	research	that	would	look	at	coupling	characteristics	under	very	strong	370	

heatwaves	e.g.	in	a	small	number	of	models	with	a	large	number	of	ensemble	members	to	371	

test	the	within-model	variability	in	land-atmosphere	coupling	and	its	relation	to	extreme	372	

events.	We	have	included	this	point	in	the	Discussion	in	Section	3.1.	373	

	374	

• While	the	manuscript	has	a	balanced	number	of	display	items,	I	found	the	link	between	375	

the	information	displayed	and	that	discussed	in	the	text	weak.	Many	sub-panels	are	376	

never	mentioned	or	discussed,	and	too	much	is	left	for	the	reader	to	interpret.	Please	377	

make	sure	all	relevant	information	in	the	figures	is	referred	to,	as	well	as	all	figures	and	378	

sub-panels	themselves.	In	particular	a	more	in	depth-	discussion	of	the	results	in	Figures	379	

5	and	6	is	needed.		380	

Thanks	for	these	suggestions.	We	have	restructured	the	discussion	section	and	put	more	381	

emphasis	on	the	discussion	of	each	single	display	item	(please	see	also	similar	comments	382	

made	by	Reviewer	#1).	In	particular	Fig.	5	and	Fig.	6	are	discussed	in	significantly	more	383	

detail	(Section	3.2)	and	feature	expanded	captions.	Also,	in	the	revised	manuscript	we	384	

refer	to	the	individual	sub-panels	of	the	figures	to	make	the	connection	between	the	385	

discussion	and	the	relevant	figure	sub-panels	clear.	386	

• The	selection	of	references	doesn’t	always	to	justice	to	work	that	other	groups	have	been	387	

doing	in	this	area	or	on	this	specific	topic.	In	the	introduction	on	weighing	models	in	388	

large	ensembles	(Page	3,	lines	8–12),	some	examples	are	provide	but	interestingly	the	389	

ones	most	relevant	to	the	current	work	are	not	cited	(i.e.	Fischer	et	al.,	2012	and	390	

Stegehuis	et	al.,	2013).	In	this	way,	the	suggestion	is	made	that	this	study	is	the	first	to	391	

apply	model	selection	on	temperature	extremes.	Please	include	references	to	these	392	

works.		393	



Thanks	for	pointing	this	out.	Our	intention	was	by	no	means	to	claim	that	there	has	been	394	

no	application	of	other	model	constraints	on	soil-moisture	temperature	coupling	(as	the	395	

Reviewer	correctly	points	out,	e.g.	H	in	the	Stegehuis	et	al.,	2013,	paper;	Interannual	396	

temperature	variability	in	the	Fischer	et	al.,	2012,	paper).	We	have	discussed	and	cited	397	

both	papers	mentioned	in	the	discussion	section	of	our	manuscript,	but	it	is	true	that	we	398	

should	have	referred	to	them	also	in	the	motivation.	In	the	revised	version	we	have	fixed	399	

this.	400	

Also,	model	selection/weighing	has	been	applied	to	other	aspects/fields	such	as	snow	albedo	401	

feedback	(Hall	and	Qu,	2006)	and	hydrological	drought	projection	(Van	Huijgevoort	el	al.,	2014).		402	

Thanks	for	these	references.	They	are	indeed	highly	relevant	to	the	study	and	we	refer	to	403	

them	both	in	the	motivation	section	in	the	revised	manuscript.	404	

When	discussing	the	vegetation-atmosphere	coupling	index	(VAC),	the	authors	refer	to	previous	405	

work	from	the	group	(e.g.	Seneviratne	et	al.,	2006;	Lorenz	et	al.,	2012)	from	which	VAC	was	406	

developed,	but	not	to	other	alternative	indices	that	are	based	on	a	similar	philosophy	(for	407	

instance	the	metric	developed	by	Miralles	et	al.,	2012,	although	this	paper	is	cited	in	a	different	408	

context).		409	

Thanks	for	this	suggestion	and	the	reference	to	the	Miralles	et	al,	2012	paper.	We	have	410	

also	fixed	this.	411	

 412	
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Abstract. The Earth’s land surface and the atmosphere are strongly interlinked through the exchange of energy and matter(e.

g. water and carbon). .
:
This coupled behaviour causes various land-atmosphere feedbacks,

:
and an insufficient understanding

of these feedbacks contributes to uncertain global climate model projections. For example, a crucial role of the land surface

in exacerbating summer heat waves in mid-latitude regions has been identified empirically for high-impact heatwaves
::::
heat

:::::
waves, but individual climate models differ widely in their respective representation of land-atmosphere coupling. Here, we5

combine
:::::::
compile an ensemble of

::
54

:::::::::::
combinations

::
of observations-based and simulated temperature (T) and evapotranspiration

(ET)
::::::::::::
benchmarking datasets and investigate coincidences of T anomalies with ET anomalies as a proxy for land-atmosphere

interactions during periods of anomalously warm temperatures. We demonstrate that a relatively
::::
First,

:::
we

::::::::::
demontrate

:::
that

::
a

large fraction of state-of-the-art climate models from the Coupled Model Intercomparison Project (CMIP5) archive produces

systematically too frequent coincidences of high T anomalies with negative ET anomalies in mid-latitude regions during the10

warm season and in several tropical regions year-round. Further, we show that these
:::::
These coincidences (high T, low ET) , as

diagnosed by the land-coupling coincidence metrics, are closely related to the
::::::::::::
representation

::
of

::::::::::
temperature variability and ex-

tremes of simulated temperatures across a
:::::
across

:::
the multi-model ensemble. Thus, our approach offers a physically consistent,

diagnostic-based avenue to evaluate these ensembles, and subsequently reduce model biases in simulated and predicted extreme

temperatures. Following this idea,
::::::
Second,

:
we derive a land-coupling constraint based on the spread of 54 combinations of

:::
the15

T-ET benchmarking datasets and consequently retain only a subset of CMIP5 models that produce a land-coupling behaviour

that is compatible with these observations-based benchmark estimates. The constrained multi-model projections exhibit lower

temperature extremes in
:::::::::
simulations

:::::::
exhibit

::::
more

:::::::
realistic

::::::::::
temperature

::::::::
extremes

::
of

:::::::
reduced

:::::::::
magnitude

:::
in

::::::
present

:::::::
climate

::
in

regions where models show substantial spread in T-ET coupling, and in addition,
::
i.e.

:
biases in the climate model ensemble

are consistently reduced.
::::
Also

:::
the

::::::::::
multi-model

::::::::::
simulations

:::
for

:::
the

:::::::
coming

:::::::
decades

:::::::
display

::::::::
decreased

:::::::
absolute

:::::::::::
temperature20

:::::::
extremes

::
in

:::
the

::::::::::
constrained

:::::::::
ensemble.

::
On

:::
the

:::::
other

:::::
hand,

:::
the

:::::::::
differences

:::::::
between

::::::::
projected

::::
and

::::::::::
present-day

::::::
climate

::::::::
extremes

::
are

:::::::
affected

::
to

::
a
:::::
lesser

:::::
extent

:::
by

::
the

:::::::
applied

:::::::::
constraint,

:::
i.e.

::::::::
projected

::::::
changes

:::
are

:::::::
reduced

::::::
locally

:::
by

::::::
around

:::::
0.5�C

::
to

::::
1�C

:
-
:::
but

:::
this

:::::::
remains

:
a
:::::
local

:::::
effect

::
in

:::::::
regions

:::
that

:::
are

::::::
highly

:::::::
sensitive

:::
to

::::::::::::::
land-atmosphere

::::::::
coupling.

::
In

::::::::
summary,

::::
our

::::::::
approach

:::::
offers

:
a
:::::::::
physically

:::::::::
consistent,

::::::::::::::
diagnostic-based

::::::
avenue

::
to

:::::::
evaluate

::::::::::
multi-model

::::::::::
ensembles,

:::
and

:::::::::::
subsequently

::::::
reduce

:::::
model

::::::
biases

::
in

::::::::
simulated

:::
and

::::::::
projected

:::::::
extreme

:::::::::::
temperatures.

:
25
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1 Introduction

The exchange of matter and energy between the land surface and the atmosphere is a crucial feature of the Earth’s climate

(Bonan, 2015)
::::::::::::::::::::::::::::::::::::::::::::::::::::::
(Seneviratne et al., 2010b; Bonan, 2015; van den Hurk et al., 2016) . On one hand, the atmosphere exerts a key

influence on land surface processes such as vegetation growth by supplying light, water and carbon dioxide (Köppen, 1900).

On the other hand, the land surface feeds back to the atmosphere, for example through the partitioning of energy into latent5

and sensible heat fluxes, or by modifying land surface properties, thus implying a direct link to near-surface climate (Koster

et al., 2004; Seneviratne et al., 2010b). Conceptually, coupling between the atmosphere and the land surface is often classified

into two qualitatively different regimes, a so-called "energy-limited" and "water-limited" regime (Seneviratne et al., 2010b):

In the wet (energy-limited) regime, the land surface is largely controlled by the atmosphere through radiation (see conceptual

Fig. 1a,b), implying a positive association between near-surface temperature (T) and evapotranspiration (ET). In contrast, in a10

dry, water-limited state, the land controls near-surface climate through a lack of soil moisture, and a corresponding reduction in

evapotranspiration and latent cooling (see conceptual Fig. 1a,b) with a negative association between T and ET. Therefore, the

state of the land surface and land-atmosphere feedbacks modulate and amplify climatic extreme events such as heat waves in

mid-latitude regions (Seneviratne et al., 2006; Fischer et al., 2007; Hirschi et al., 2011; Whan et al., 2015; Hauser et al., 2016).

An understanding of these feedbacks might yield improved seasonal predictability of extremes (Quesada et al., 2012), and15

could help to constrain and better predict model-simulated present and future climate variability in these regions (Seneviratne

et al., 2006; Lorenz et al., 2012; Dirmeyer et al., 2013; Seneviratne et al., 2013; van den Hurk et al., 2016; Davin et al., 2016).

However, at present large uncertainties and methodological inconsistencies prevail in both understanding and quantification

of land-atmosphere coupling at various spatial and temporal scales, which relate to

i. scarcity of accurate observational products of soil moisture or evapotranspiration at large spatiotemporal scales and20

relatively short observational periods (Mueller and Seneviratne, 2014)
:::::::::::::::::::::
(Seneviratne et al., 2010b) ,

ii. the metrics and variables used to quantify land-atmosphere coupling differ widely in the variables they address (Senevi-

ratne et al., 2010b), and in emphasizing either the whole distribution (Dirmeyer, 2011; Lorenz et al., 2012; Miralles et al.,

2012), or the tails of relevant variables (Zscheischler et al., 2015).

As a consequence, uncertainties and methodological inconsistencies contribute to a greatly diverging representation of land-25

atmosphere coupling in state-of-the art climate models (Koster et al., 2004; Boé and Terray, 2008, see also Fig. 1a,b for

a simple conceptual example), and further contribute to uncertainties related to projected increases in summer temperature

variability in the 21st century in mid-latitude regions (Seneviratne et al., 2006; Dirmeyer et al., 2013). In this context, it has been

noted that accurate simulations of temperature variability and extremes require a realistic representation of land-atmosphere

interactions (Seneviratne et al., 2006; Fischer et al., 2012; Bellprat et al., 2013). In other words, biases in temperature variability30

and extremes might in part stem from an unrealistic representation of land-atmosphere interactions (Fischer et al., 2012;

Lorenz et al., 2012; Davin et al., 2016), likely leading to temperature-dependent biases in multi-model ensembles (Boberg and

Christensen, 2012; Bellprat et al., 2013).
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A model evaluation focus on interpretable land-atmosphere coupling diagnostics might serve as a complementary strategy

to traditional model validation and testing (Seneviratne et al., 2010a; Santanello et al., 2010; Mueller et al., 2011b; Mueller and

Seneviratne, 2014). Hence, this approach is intended towards testing and understanding the spread and physical consistency

in simulated relationships in state-of-the-art multi-model ensembles (e.g. the Coupled Model Intercomparison Project, CMIP5

Taylor et al., 2012) against available observations-based datasets. For example, in the context of land-atmosphere coupling,5

earlier studies used bivariate correlation- or regression-based metrics to test and evaluate coupling behaviour (Hirschi et al.,

2011; Lorenz et al., 2012). Conceptually, the notion of "diagnostic-based model evaluation" as discussed here is consistent

with so-called "pattern-oriented model evaluation" (Grimm and Railsback, 2012; Reichstein et al., 2011) - the latter being

applied in the context of evaluating simulated and observed patterns at multiple scales in a data-driven way (e.g. in the context

of ecosystem carbon turnover times, Carvalhais et al., 2014).10

In the context of extracting credible and relevant information from large (multi-)model ensembles, weighting or selecting

models based on relevant, observations-based constraints has become increasingly popular recently (Tebaldi and Knutti, 2007;

Knutti, 2010), as a priori model ensembles might be seen as a somewhat arbitrary collection of model runs (or "ensembles

of opportunity"). For example, empirical
:::::
and/or

::::::::::::
physics-based

:
criteria have been used to constrain

::::::::::
snow-albedo

:::::::::
feedbacks

:::::::::::::::::
(Hall and Qu, 2006) ,

::::::::
constrain

:
carbon cycle projections (Cox et al., 2013; Wenzel et al., 2014; Mystakidis et al., 2016),

::
or

::
in15

::
the

:::::::
context

::
of

:::::::
refining

::::::::::
precipitation

::::::::::
projections

:::::::::::::::
(Orth et al., 2016) .

:::::::::
Moreover,

::::::::
empirical

::::::::::
diagnostics

:::
are

::::::
applied to select mod-

els for event attribution analyses (Perkins et al., 2007; King et al., 2016; Otto et al., 2015) , in the context of refining precipitation

projections (Orth et al., 2016)
:::
and

:::::::
analyses

::
of

:::::::
drought

:::::::::
projections

:::::
based

:::
on

:::::
model

::::::::::
performance

::::::::::::::::::::::::::
(Van Huijgevoort et al., 2014) ,

or to resample large initial-condition ensembles to alleviate biases without distorting the multivariate structure of climate model

output (Sippel et al., 2016b). However,
::
In

::
the

:::::::
context

::
of

:::::::::::::
land-atmosphere

::::::::
coupling,

::::::::::::::::::::
Fischer et al. (2012) and

:::::::::::::::::::::::
Stegehuis et al. (2013) have20

:::::::::
constrained

::
a
:::::::
regional

::::::
model

::::::::
ensemble

::::
over

:::::::
Europe

:::::
using

::::::::::
present-day

::::::::::
interannual

:::::::::
variability

::
of

:::::::
summer

:::::::::::
temperature,

::::
and

:::::::::::::::
observations-based

::::::::
estimates

:::
of

:::::::
summer

:::::::
sensible

::::
heat

::::::
fluxes.

::::::::
However,

:::::
these

:::::::
studies

::::
came

:::
to

:::::::::
somewhat

:::::::::
conflicting

::::::
results

::::
with

::::::
respect

::
to

:::
the

:::::::
obtained

:::::::
change

::
in

:::::::
warming

::::::::::
projections,

::::::
which

:::::::
probably

::::
was

::::
due

::
to

:::
the

:::::::::
underlying

::::::
choices

:::
of

:::::::
datasets

::
to

:::::
obtain

:::
the

:::::::::
constraints

::::::::::::::::::::
(Stegehuis et al., 2013) .

::::::
Hence,

:
care is needed in that these practices might not necessarily translate into

improved future climate projections or reduced uncertainties. That is because the selection of relevant metrics is clearly not25

trivial and
::
but

:
subjective, and because good model performance w.r.t. any given metric does not translate directly into (more)

reliable projections (Knutti, 2008).

Hence
::::::::
Therefore, the starting point for the present analysis , -in the sense of being necessary, but not sufficient to assure

reliability of future climate projections- , is that physically motivated, observations-based diagnostics might offer

1. a link to identify and interpret relevant processes across multiple models (i.e., model evaluation), and30

2. to reduce biases by focusing the interpretation of multi-model ensembles on models that are "right for the right reasons".

Most notably climate impacts, including extremes, typically depend on the multivariate structure of climate variables,

where simple univariate statistical bias correction methods are prone to failure (Ehret et al., 2012; Cannon, 2016).
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In this study, we first evaluate land-atmosphere coupling in state-of-the-art global climate models from the CMIP5 archive

and a large ensemble of observations-based ET datasets (Mueller et al., 2013) that has been compiled to address the afore-

mentioned uncertainties in land-atmosphere coupling. In our analyses a land-atmosphere coupling metric that is based on

coincidences of temperature and evapotranspiration anomalies is applied. The idea behind a coincidence metric as opposed to

a traditional univariate evaluation of model simulated ET fluxes or temperature is that it is insensitive to biases in the simulated5

means or variances, and thus focusses only on an abstract property of the data, namely the bivariate dependence structure of T

and ET. Secondly, we derive a model constraint based on the physically motivated land-coupling diagnostic and the ensemble

of benchmarking datasets in order to explore the implications of a reduced ensemble but with land-atmosphere coupling that is

within the range of the benchmarking datasets.
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2 Data & Methods

2.1 Datasets for T-ET coupling analysis and model evaluation

Global temperature and evapotranspiration datasets

In order to evaluate T-ET coupling in global climate models, an ensemble of 18 gridded evapotranspiration
::
ET

:
estimates,

taken from the LandFlux-EVAL multi-data set synthesis project (Mueller et al., 2013), are combined with three different5

observations-based and reanalysis-driven temperature datasets, yielding in total 54 T-ET combinations (see Table 1). T-ET co-

incidence rates are calculated from each of those 54 combinations to evaluate and constrain the multi-model ensemble of global

climate models (Section 3). The ensemble of ET reference datasets has been generated by combining a wide range of differ-

ent ET estimates, based on
::::::::
consisting

:::
of five diagnostic (observations-based

::::
based

:::
on

::::::
remote

::::::
sensing

:::
or

:::::
in-situ

:::::::::::
observations)

products, five land surface models driven by observations
::::::::
observed

::::::
climate

:::::::
forcing

:
and four reanalysis products (Mueller10

et al., 2013). The three temperature datasets are based on one observational product (the Climate Research Unit dataset,

(Harris et al., 2014) )
::::::::::::::::::::::::::::::::::::::::::
(Climate Research Unit dataset, Harris et al., 2014) and two reanalysis products (The ERA-Interim re-

analysis
:::::::::::::::::::::
(ERAI, Dee et al., 2011) ,

::::
and

:::::::
Climate

:::::::
Forecast

:::::::
System

:::::::::
Reanalysis

:::::::::::::::::::::::
(CFSR, Saha et al., 2010) , (Dee et al., 2011) ,

and the National Center of Environmental Prediction (NCEP) reanalysis (Kalnay et al., 1996) , see Table 1 ). As fewer temperature

than evapotranspiration datasets are used for the present study, we
::
for

:::::::
details).

::::
The

::::
large

:::::::
number

::
of

::::
T-ET

::::::
dataset

::::::::::::
combinations15

:
is
:::::

used
::
in

:::::
order

::
to

::::
take

:::::::::::
uncertainties

:::
in

::::
both

::
T-

::::
and

:::
ET

:::::::
datasets

::::
into

:::::::
account.

::::
We have tested that the spread between in-

dividual temperature
::
ET

:
datasets is substantially smaller than the differences between individual ET products. Therefore,

:::::
larger

::::
than

:::
the

::::::
spread

:::::::
between

:::::::::
individual

:
T
:::::::

datasets
::::

(not
:::::::
shown).

::::
This

::::::::
indicates

::::
that

:::
the

::::::
largest

::::::
source

::
of

::::::::::
uncertainty

:::::
stems

::::
from

:::
the

::::::
choice

::
of

:::
ET

:::::::
dataset,

::::
and

::::::::
therefore

:::
we

:::::::
consider

::::
only

:::::
three

:::::::
different

::
T
::::::::

datasets.
:::::
Each

::
of

:
the 54 T-ET coincidence

datasets
:::::
dataset

::::::::::::
combinations (denoted as "T-ET coupling benchmarks" in the remainder of the paper) represent a relatively

::
is20

::::::::::
consistently

::::::
derived

::::
from

:::::::::::
observations,

::::
and

:::
thus

:::
can

:::
be

:::::::
expected

::
to

::::::::
represent

:::::::
relevant

:::::::
features

:
in
:::::
T-ET

:::::::
coupling

:::::
under

::::::::
different

::::::::::
assumptions

:::
that

::::::::
underlie

::::::::
diagnostic

::::::::
datasets,

:::::::::
reanalyses

:::
and

::::
land

:::::::
surface

:::::::
models.

:::::::::
Therefore,

::::
these

:::::::
datasets

::::::::
represent

::
a

::::
very

large spread of plausible T-ET coupling estimates, but
:::
and

:::
the

::::::
spread

:::
can

::
be

:::::::::
considered

::
as

::
a
::::::::::
conservative

::::::::::
benchmark

::
for

::::::
model

::::::::
evaluation

:::::::::
(including

:::::::::::
observational

::::::
noise,

:::
i.e.

:::::::
allowing

:
a
:::::

wide
:::::
range

::
of

:::::
T-ET

:::::::
coupling

::
in
::::::::
models).

::::::::
However,

:
it should be em-

phasized that the datasets are not independent realizations. Thus, we
:::
only

:
use the spread of this observations-based ensemble25

of
:::
the T-ET datasets as a measure of uncertainty

:::::::
coupling

:::::::::::
benchmarks, but we do not interpret the probability distribution of

dataset combinations.

For the analysis of historical and future simulations of the monthly maximum value of daily maximum temperatures (TXx)

in Section 3.2 we use ERA-Interim (Dee et al., 2011) as a reference dataset.

Multi-model ensemble simulations30

The Climate Model Intercomparison Project (CMIP5) has been designed to allow for multi-model comparison and evaluation

studies (Taylor et al., 2012). Although large model spread, biases and uncertainties remain in the ensemble projections (Knutti
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and Sedláček, 2013), for example with respect to extremes (Sillmann et al., 2013a), the water (Mueller et al., 2011b; Mueller

and Seneviratne, 2014), and land carbon cycle (Anav et al., 2013), the archive of standardized scenario-driven model experi-

ments provides one of the main avenues to study climate variability and change (e.g. (Stocker et al., 2013)), including present

and future climate extremes (Sillmann et al., 2013b; Seneviratne et al., 2016). We use one ensemble member from 37 individ-

ual models or model variants (Table S1) . We have tested that
::
to

:::::
avoid

:::::::
unequal

::::::
sample

::::
sizes

:::
in

:::
the

::::::::::
multi-model

::::::::::
ensembles.5

::::::::::
Furthermore,

::::
this

:::::
choice

::
is
:::::
made

::
to

:::::
assess

:::::::::
variability

::
in

::::::::::::::
land-atmosphere

:::::::
coupling

::::::
across

::::::
models,

:::::::
because

:
individual ensemble

members from the same model tend to show a
::::
show

:
comparably small spread in V AC-coupling, indicating

::::::::::::::
land-atmosphere

:::::::
coupling

:::
and

::::::::::
present-day

::::
and

:::::
future

::::::::::::::
land-atmosphere

:::::::
coupling

:::
are

:::::
highly

:::::::::
correlated

::::
(Fig.

:::
S1,

::::::
metric

:::
and

::::::::
definition

::
is
::::::::
provided

::::::
below).

::::
This

::::::::
indicates that the large spread across models likely arises from differences in model structure

::::::
between

:::::::
models

::
is

::::::::
dominated

:::
by

:::::::::
variability

:::::
across

::::::
models,

:::
and

::::
thus

::::::::::::::
land-atmosphere

:::::::
coupling

::
is
::
a

::::::::::::
model-inherent

::::::
feature

:::
on

::::::::::::
climatological

::::
time10

:::::
scales

::::
(Fig.

:::
S1

:::
and

::::
Fig.

:::
S2,

:::
see

:::::
further

:::::::::
discussion

:::::::
below).

:::
On

::::::
shorter

::::
(e.g.

:::::
annual

::
or
::::::::
seasonal)

::::
time

::::::
scales,

::::::
models

::::::
indeed

:::::
show

:::::::::
substantial

::::::::
variability

:::
in

::::
their

::::::::::::::
land-atmosphere

::::::::
coupling

::::::::::::::::::
(Sippel et al., 2016b) ,

::::::
which

:::::
could

::
be

:::::
used

::
as

:
a
:::::::::

constraint
::
in

:::::
large

::::::::::
single-model

:::::::::
ensembles

:::
but

::
is

::::::
beyond

:::
the

:::::
scope

:::
of

:::
the

::::::
present

:::::
study.

Data processing and analysis

All datasets were remapped to a common 2.5�x2.5� spatial resolution for analysis and before computing T-ET coincidences.15

For model evaluation (Section 3.1), all computations and analyses are performed on a monthly temporal resolution and are

restricted to the time period 1989-2005 due to data availability constraints of the ET reference datasets (Mueller et al., 2013).

Thus, the reference period for model evaluation corresponds to the last 17 years of the "historical" scenario in CMIP5 mod-

els. T-ET coincidences are computed based on monthly deseasonalized and linearly detrended time series of T and ET, and

coincidence rates are calculated separately for each individual season. Only land pixels outside of desert regions following20

the Köppen-Geiger climate classification are considered (Kottek et al., 2006). The model evaluation is conducted based on all

individual pixels, and additionally on area-averages for so-called IPCC-SREX regions (IPCC, 2012).

2.2 Diagnostic-based model evaluation using T-ET coupling

The T-ET link and the Vegetation-Atmosphere Coupling (VAC) Index

An adequate characterization of the coupling between soil moisture and temperature is key to model evaluation using observations-25

based datasets, and the latter .
::::
This

::::::::
coupling is often diagnosed by correlation-based metrics such as for example the Pearson

correlation between T and ET, ⇢(T,ET ) (Seneviratne et al., 2006; Lorenz et al., 2012)
:
,
::
or

:::
the

:::::::::
difference

::
in

:::
the

:::::::::::
covariability

::
of

::::::::::
temperature

:::
and

:::::::
sensible

::::
heat,

:::::
where

:::
the

::::
latter

::
is
:::::::::
calculated

::::
with

:::
and

::::::
without

:::::::::
accounting

:::
for

:::
soil

::::::::
moisture

::::::
deficits

::::::::::::::::::
(Miralles et al., 2012) .

Here, we aim to exploit the T-ET coupling by using a natural extension of ⇢(T,ET ) that focusses on the tails of T-ET depend-

edencies. Deseasonalized and detrended time series of ET (xET

i

) and T (xT

i

, with i and N denoting
::::::
denotes

:
the time stepand30

time series length, respectively), are partitioned into five distinct classes of Vegetation-Atmosphere Coupling (VAC) following
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(Zscheischler et al., 2015), resulting in a time series of discrete events xV AC

i

:

x

V AC

i

=

8
>>>>>>>><

>>>>>>>>:

a, if x

T

i

< th

T

lower

and x

ET

i

< th

ET

lower

,

b, if x

T

i

> th

T

upper

and x

ET

i

> th

ET

upper

,

c, if x

T

i

> th

T

upper

and x

ET

i

< th

ET

lower

,

d, if x

T

i

< th

T

lower

and x

ET

i

> th

ET

upper

,

0 otherwise.

Event thresholds th
lower

and th

upper

might be chosen relative to the variability of each time series by fixing the probability

p to exceed or fall below a threshold through the choice of an appropriate quantile:

Pr[X > th

upper

] = Pr[X<

:
th

lower

] = p (1)5

Taking time series length restrictions into account, we choose the 30th and 70th percentile as lower and upper thresholds in all

time series (i.e. such that Pr[X  th

lower

] = Pr[X > th

upper

] = 0.3
::::::::::::::::::::::::::::::::::::
Pr[X < th

lower

] = Pr[X > th

upper

] = 0.3). Here, we

focus on coincidences of warm temperature anomalies ("T-events": xT

i

> th

T

upper

) with anomalies in ET ("ET-events", i.e. ei-

ther xET

i

> th

ET

upper

for V AC

b

or xET

i

< th

ET

lower

for V AC

c

), i.e. we derive coincidence rates r
V ACb by counting the number of

V AC

b

-events (see Quiroga et al., 2002; Donges et al., 2016, for earlier formulations of event coincidence analysis) :
::::
(see

:::::::::::::::::::::::::::::::::::::
Quiroga et al. (2002); Donges et al. (2016) for10

:::::
earlier

:::::::::::
formulations

::
of

:::::
event

::::::::::
coincidence

:::::::
analysis,

:::
and

::::
e.g.

:::::::::::::::::::::::::::::::::::::::
Rammig et al. (2014); Siegmund et al. (2016) for

::::::::::
applications

::
in
:::
an

::::::::
ecological

::::::::
context):

r

V ACb =
1

N0

NX

i=1

1[V ACb][b]
:
(xV AC

i

)

Here, 1
A

(x) is the indicator function, defined as 1
A

(x) = 1 if x✏A and 1
A

(x) = 0 otherwise.
:
,
::
N

::::::
denotes

:::
the

::::::
length

::
of

:::
the

::::
time

:::::
series.

::::::
Hence,

:::
we

::::::
simply

:::::
count

:::::::::::
coincidences

::
of

:
T
::::
and

:::
ET

::
in

:
a
:::::
given

:::::::
category

::::
(e.g.

:::::::
positive

:
T
::::
and

:::::::
positive

:::
ET

::
for

:::::::
V AC

b

)
::
to

:::
get15

::
the

:::::::
average

::::::::::
coincidence

::::
rate

:::::::
(r

V ACb ).
:
N0 acts as a normalization constant and is chosen in our study such that 0 r

V ACb  1,

i.e. we normalize with the total number of "T-events", N0 =
P

N

i=1 1[xT
>th

T
upper]

(xT

i

). In other words
::::::
Hence, if all (

::
or none)

of the "T-events" in the time series would coincide with "ET-events"(defined for V AC

b

), then the average coincidence rates

would be given by r

V ACb = 1 (
:
or

:
r

V ACb = 0). For independent time series, i.e. no coupling, r
V ACb would approximate the

occurrence rate of "ET-events" in the time series (defined for V AC

b

) that is governed by the chosen threshold, i.e. r
V ACb =20

1

N

P
N

i=1 1[xET
i >th

ET
upper]

(xET

i

)
::::::
(hence,

:::::::::::
r

V ACb ⇡ 0.3
::
in

:::
our

:::::
case). Coincidence rates r

V ACc follow equivalently by replacing

V AC

b

with V AC

c

and in the definition of "ET-events" in the previous description. We compute r

V ACb and r

V ACc for all

seasons but with an emphasis on the warmest periods
:::::
season

:
of the year.

:
In

::::
this

:::::
study,

:::::::::::
significance

::
of

::::::::::
coincidence

:::::
rates

::
is

:::::::::
established

:::
by

::::::::
randomly

:::::::::
permuting

:::
one

::::
time

::::::
series

::::
with

::::::
respect

::
to
::::

the
::::
other

::::
100

:::::
times.

:::::::
Hence,

:::::::::
V AC-rates

:::::
from

::::::
models

:::
or

:::::::::::::::
observations-based

:::::::::::
benchmarks

:::
that

::::
fall

::::::
outside

:::
the

:::
5th

::
to
:::::

95th
::::::::
percentile

:::::
range

:::
of

:::
the

:::::::::
V AC-rates

::::::::
obtained

::::
from

:::::::::
randomly25

::::::::
permuted

::::
time

:::::
series

:::
are

::::::::::
significantly

:::::::
different

:::::
from

::::::::::
independent

::::
data

::
at

:::
the

:::
0.1

:::::
level.

::
In

::::
other

::::::
words,

::::::
r

V ACb:::::
gives

:::
the

::::::
fraction

:::
of

:::
the

::::::
highest

::
30%

:
of

:::::::::::
temperatures

::::
that

:::::::
coincide

::::
with

:::
the

::::::
highest

:::
30%

::
of

:::
ET

::::
(i.e.,

:::::::::
occurrence

:::
rate

::
of

:::::::::::::
‘energy-limited

:::::::::
regimes’),

::::
while

::::::
r

V ACc:::::::
denotes

:::
the

::::::
fraction

::
of

:::
the

::::::
highest

:::
30%

::::::::::
temperatures

:::
that

::::::::::
correspond
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::::
with

::
the

::::::
lowest

::
30%

:::
ET

::::
(i.e.,

:::::::::
occurrence

:::
rate

:::
of

:::::::::::
‘water-limited

:::::::::
regimes’). Fig. 1

::
c-d

:
shows a simple example of monthly time se-

ries of T and ET simulated from two CMIP5 models
:::
and

::::::::::
occurrences

::
of

::::::
V AC

b :::
and

::::::
V AC

c :::
are

::::::::::
highlighted,

:::
and

::::
Fig.

:::
1e-f

::::::
shows

::
the

::::::::::
correlation

::
of

::
T

:::
and

:::
ET.

:::::
Note

:::
that

:
for the same location (area-averaged

:::::
region

:::::::::::
(area-average

:
over Central Europe, CEU) ,

and occurrences of V AC

b

and
:::
time

:::
of

:::
the

::::
year

:::::::
(monthly

::::
data

:::
for

:::::
June,

::::
July,

:::
and

::::::::
August),

:::
one

::::::
model

::::::::
produces

::::::::::::
predominantly

::::::::::::
energy-limited

:::::::
regimes

::::::
(V AC

b

,
::::
Fig.

::::
1c,e

:::
and

::::::::
compare

::
to

:::::::::
conceptual

:::::::::
illustration

::
in

::::
Fig.

:::
1a),

:::::::
whereas

:::
the

:::::
other

:::::
model

::::::::
produces5

::::::::::::
predominantly

:::::::::::
water-limited

:::::::
regimes

:
(V AC

c

are highlighted.Please note that event coincidence analyses are frequently applied

in the context of ecosystem science (e.g. Rammig et al., 2014; Siegmund et al., 2016) .
:
,
:::
Fig.

::::
1d,f

:::
and

:::::::
concept

::
in

::::
Fig.

::::
1b).

:::
We

::::::::
abbreviate

:::
the

:::::::
average

:::::::::
occurrence

::::
rates

::::::
r

V ACb::::
and

::::::
r

V ACc ::
as

::::::
V AC

b :::
and

::::::
V AC

c:::
for

::::::::::
convenience

::
in

:::
the

:::::::::
remainder

::
of

:::
the

:::::
paper. In comparison to more traditional coupling metrics, such as e.g. ⇢(T,ET ), V AC

a�d ::::
V AC

:
might be expected to yield

similar results on very long time scales, whereas on shorter time scales the V AC

a�d

index might pick
::::
V AC

:::::
index

:::::
picks

:
up10

non-linearities in the tails (e.g. during warm temperature anomalies). We note that on
::
At

:
the monthly time scale (as used in

the present
::
this

:
study),

::::::
V AC

b :::
and

::::::
V AC

c:::::
detect

:
distinct non-linearities are detected in models and observations in summer

T-ET coupling e.g. in Central Europe, where a larger number of
:::::
CEU:

::::
Fig.

::
S3

::::::
shows

::::
that,

::
by

::::::::::
correlating

::::::
V AC

b ::::
with V AC

c

events occurs than
::::::
derived

::::
from

:::::::::
individual

:::::::
models,

::::::::::::::::
observations-based

:::::::::::
benchmarks,

:::
and

:::::
from

::
a

::::::::::::::
two-dimensional

::::::::
Gaussian

::::::::::
distribution,

:::::
V AC

b::::
and

::::::
V AC

c ::::
rates

::
in

::::::
models

:::
and

::::::::::::::::
observations-based

::::::::::
benchmarks

::::::
exceed

:::::
those that would be inferred from a15

correlation-based metric ⇢(T,ET ) (
:::::::
expected

::
in
:::::::
random

::::
data.

::::
This

::::::::
deviation

::::::::
indicates

:::
that

:::
the

:::::
warm

:::
tail

::
is

::::::
indeed

:::::::
different

::
to

:::
the

::::::::
remainder

::
of

:::
the

::::::::::
distribution

::::
(we

:::::::
observe

::
no

::::
such

::::::::
deviation

:::
for

:::
the

::::
cold

::::
tail,

:
Fig. S1). However, ⇢(T,ET ) yields qualitatively

similar results
::::
S3),

:::
and

::::::
hence

::
an

:::::::::
evaluation

::::::
metric

::::
that

::::::
focuses

:::
on

:::
the

:::
tail

:::::
such

::
as

:::
the

::::::
V AC

:::::
index

::
is

::::::
indeed

:::::
useful

:::
for

::::
our

::::::
present

:::::::
purpose. In addition to the main text, the model evaluation is presented for a 90th percentile threshold, and for ⇢(T,ET )

to demonstrate robustness to the chosen methodological approach (cf.
:::
Fig.

::::
S4),

:::
and

:::
for

:::
the

:::::
V AC

:::::
index

:::::
using

:
a
::::
90th

:::::::::
percentile20

:::::::
threshold

::
(Fig. S2).

:::
S4).

:::::
Both

:::::::::
alternatives

:::::
show

::::::::::
qualitatively

:::::::
similar

:::::
results

::::
(see

::::::
Results

::::
and

:::::::::
Discussion

:::::::
section).

:

A constraint on T-ET coupling in multi-model ensembles

In general, a constraint links an observations-based diagnostic with a key model output variable across multiple models (Cox

et al., 2013), and thus can be used to reduce model uncertainties and spread. Here, we derive a T-ET coupling constraint

as the uncertainty range from the 54 combinations of T-ET benchmarking datasets. A Gaussian kernel with reliable data-25

based bandwidth selection (Sheather and Jones, 1991) is fitted over all 54 1989-2005 coincidence rates (r
V ACc

) for each

meteorological season and pixel (and each SREX region average). Throughout this paper, the 5th to 95th percentile range of

the fitted Gaussian kernels is taken as the plausible range of observations, and the reduced (constrained) ensemble of CMIP5

simulations is obtained by retaining only those CMIP5 models that simulate T-ET coincidences that fall within the
:::
this range

of observational uncertainty.30
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3 Results and Discussion

In this section, we first evaluate land-coupling in CMIP5 models explicitly against an observations-based ensemble of T-ET

combinations and explore the link to temperature variability and extremes (Section 3.1). All model evaluation results are

presented globally and exemplarily for Central Europe (CEU) as a region where global models and observations differ widely.

Subsequently, we constrain the ensemble of CMIP5 models using each model’s land-coupling as diagnosed through the V AC

c

5

index and discuss implications for biases in simulated present-day temperature extremes and warming projections (Section

3.2).

3.1 Evaluation of land-atmosphere coupling in CMIP5 models and the link to temperature variability and extremes

Evaluation of T-ET coupling in CMIP5 models.

Models and observations-based datasets show a relatively large spread in their representation of T-ET coupling, as expressed10

exemplarily in Central Europe through both r

V ACb and r

V ACc ::::
CEU

::::::
through

:::::
both

::::::
V AC

b :::
and

::::::
V AC

c:
across various seasons

(Fig. 2, top
::
a,b) or diagnosed through more traditional coupling metrics such as ⇢(T,ET ) (Appendix B

:::
Fig.

:::
S4). Individual models

indicate pronounced qualitative differences in the warm season, where some models point to energy-limited, whereas others

point to
::::::
indicate predominantly water-limited conditions (Fig. 2

::
a,b, top, and Fig. 1, for an illustrative example). Observations-

based T-ET datasets agree qualitatively, i.e.,
:

indicating energy-limited to neutral conditions in the Central European
::::
CEU15

example, thus implying an overestimation of water-limited regimes in Central Europe
::::
CEU in roughly 50% of CMIP5 models

(Fig. 2).

This pattern holds across most regions of the globe, as many CMIP5 models consistently overestimate occurrences of V AC

c

regimes (and correspondingly underestimate V AC

b

occurrences) in the warm season of the year (Fig. 2,
:::
c,d,

:
see Fig. S2

::
S5 for

a definition of the warm season in each pixel). In mid-latitude and several tropical regions (e.g. Central North America, Central20

Europe, the Amazon, India, parts of Africa), more than 25% and up to 50% of CMIP5 models lie outside the observational

range .
::::
(Fig.

::::
2d).

:
These discrepancies hold also if metrics that emphasize the whole distribution (⇢(T,ET )) or more extreme

parts of the tail (VAC based on a 90th percentile threshold) are used for model evaluation (Figs. S3-S5
:::
Fig.

::::
S4,

::::::
results

:::
for

::::::::
individual

:::::::
seasons

:::
are

::::::::
presented

:::
for

:::::
V AC

c::::
and

::::::
V AC

b ::
in

:::
Fig.

:::
S6

:::
and

::::
Fig.

:::
S7,

::::::::::
respectively). Moreover, the spread between the

individual models’ representation of land-atmosphere coupling strongly exceeds the spread in observational datasets, although25

different diagnostic, reanalyses and land surface model datasets are included in the observations-based ensemble (Fig. 2
:
e
:::
for

::::::
CMIP5

:::::
model

::::::
spread

:::
and

::::
Fig.

::
2f

:::
for

::::::
spread

::
in

::::::::::::::::
observations-based

:::::::::
benchmark

:::::::
datasets).

Furthermore, the models’ land-atmosphere coupling, as diagnosed here through the VAC-index, is a highly model-inherent

feature, as different model variants or ensemble members from the same model generally tend to lie relatively close to each

other (Figs. S6-S7
:::::
S1-S2). However, model-specific signatures of model output are not unusual, as diagnosed before e.g. for30

spatial patterns of temperature and precipitation (Knutti et al., 2013) or the statistical information content in carbon fluxes (Sip-

pel et al., 2016a). Furthermore, present-day land-atmosphere coupling is strongly related to future land-atmosphere coupling in

the individual models (Fig. S6
::
S1). A detailled

:::::::
detailed overview of V AC

c

coupling in individual models and ensemble mem-
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bers relative to the benchmark datasets for Central Europe and Central North America is presented in Fig. S6-S7
:::::
S1-S2. Despite

regionally pronounced qualitative discrepancies, it should be noted that on a global scale, the distribution of water-limited and

energy-limited patterns in models and observations agrees qualitatively (Fig. S8). Likewise, the findings of climatologically too

pronounced water-limited regimes in individual models w.r.t. observations does not exclude the possibility of
:::::
future

:::::::
changes

::
in

::
the

::::::::
coupling

:::::::
strength

::
in

::::::::::
transitional

::::::
regions

:::::::::::::::::::::::
(Seneviratne et al., 2006) or

::
of

:
strong water limitations during extreme events in5

the real world (Miralles et al., 2012; Whan et al., 2015)or possible future changes of the coupling strength. Further, we
:
.
::
To

::::
this

:::
end,

:::
an

::::::::
evaluation

:::
of

:::
the

::::::::::
year-to-year

::::::::
variability

:::
of

::
the

::::::::
coupling

::::::::
behaviour

::
in
:::::
larger

:::::::::
ensembles

::
of

:::::::::
individual

:::::::
models,

::::::::
including

::::
very

:::
rare

::::::
events,

:::::
could

::::::::
constitute

::
a

::::
topic

:::
for

::::::
further

:::::
study,

::
as

:::
this

:::::
study

::::
was

::::::::
restricted

::
to

::::::::
relatively

:::::::
moderate

::::::
events

::
in

:
a
:::
16

::::
year

:::::
period

:::::
(70th

::::::::
percentile

:::::::::
threshold

::
for

::::
the

::::::::::
computation

::
of

::::
the

::::::::::
VAC-index)

:::
and

::::
one

::::::::
ensemble

:::::::
member

:::
per

::::::
model.

::::::::
Besides,

:::
we

:::
also

:
note that observations-based benchmark datasets also show systematic (albeit smaller) differences in the representation of10

land-atmosphere coupling: Diagnostic datasets indicate more frequent energy-limited regimes (see e.g. Fig. 2), and thus differ

consistently to generally drier land surface models and reanalysis products, consistent with earlier findings (Santanello et al.,

2015).

T-ET coincidences and the link to temperature variability and extremes.

The representation of T-ET coupling as diagnosed through the VAC index largely determines the variability of temperatures at15

monthly and inter-annual time scales across the CMIP5 multi-model ensemble in Central Europe
::::
CEU

:
(Fig. 3a) and in most

regions of the globe except in some subarctic climates (Fig. 3b). Therefore, this relationship is indicative for the strong influence

of land-atmosphere coupling on surface climate. This is consistent with previous findings in Europe in models with and without

land-atmosphere interactions (Seneviratne et al., 2006; Fischer and Schär, 2009; Fischer et al., 2012). An important result is

that models that produce V ACc

:::::
V AC

c:
indices within the range of benchmark datasets also produce a realistic near surface20

temperature variability, whereas models that fall too frequently in water-limited regimes also overestimate summer temperature

variability (Fig. 3a). Moreover, in mid-latitude and tropical regions, the state of the land surface is strongly associated with

the mean and variability of temperature extremes at the daily time scale in the warmest season (TXx, Fig. 3c,d). The link

between between the representation of land-atmosphere coupling and simulated temperature extremes and variability in global

climate models is consistent with earlier studies, which has been demonstrated for Europe in individual models (Seneviratne25

et al., 2006; Lorenz et al., 2012; Davin et al., 2016) and in ensembles of regional models (Fischer et al., 2012; Bellprat et al.,

2013). Therefore, the relationship between T-ET coincidence rates and temperature extremes might offer an avenue to derive

an explicit land-atmosphere coupling constraint " (the likely root cause for biases) to alleviate biases in temperature variability

and extremes in the multi-model CMIP5 ensemble.
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3.2 Analysis of constrained multi-model ensemble and implications for future climate projections

A constraint on land-atmosphere coupling in the CMIP5 ensemble.

The
:::::::::
association

:::::::
between

::
T
::::

and
:::
ET

:::
in

:::
the

:
constrained ensemble resembles the observational datasets in land-atmosphere

coupling (
::::::::::::::::
observations-based

::::::::::::
benchmarking

:::::::
datasets

::
in

:::::
T-ET

::::::::
coupling

::::
very

::::
well

:::::::
(shown

::
as

::
a
::::::::
bivariate

::::::
density

:::::::
estimate

:::
in

Fig. 4a-b , Appendix S9-S11 for details), and a corresponding improvement in the representation of temperature extremes at the5

daily time scale would be expected due
:::
for

::::
CEU

:::
and

:::::
CNA,

:::::::::::
respectively),

:::::::
whereas

:::
the

::::::::::::
unconstrained

::::::
CMIP5

::::::::
ensemble

::::::::
produces

:::
too

:::::
many

::::::::::
occurrences

::
of

::::::
V AC

c:::::::::
conditions

::
in

:::::
both

::::
CEU

::::
and

:::::
CNA.

::::
Due

:
to the intimate link between land-atmosphere cou-

pling and temperature variability and extremes (see previous Section)
:
,
:::
we

:::::
expect

::::
that

:::
the

:::::::::::
improvement

::
in

:::
the

::::::::::::
representation

::
of

:::::::::::::
land-atmosphere

::::::::
coupling

::
in

::
the

::::::::::
constrained

:::::::::
ensembles

:::::
yields

:
a
::::::::::::
corresponding

:::::::::::
improvement

::
in

:::
the

:::::::::::
representation

:::
of

:::::::::
temperature

:::::::
extremes

::
at

:::
the

:::::
daily

::::
time

::::
scale

::
in

:::::::::::::::
coupling-sensitive

:::::::
regions.10

Coupling-sensitive regions are prone to warm season biases in climate models (Christensen and Boberg, 2012; Bellprat et al.,

2013). In the present analysis, high biases in temperature extremes are indeed prevalent in the original (unconstrained) CMIP5

ensemble in these regions (Fig. 4
::
c,e). For example, the ensemble mean warm season TXx is overestimated by up to 5�C, and

higher biases are detected in the 90th percentile of TXx in Central North America, Central Europe
:::::
CNA,

::::
CEU

:
or the Amazon

(
::
all

:::::
biases

::
in

:::::
daily

:::::::
variables

:
relative to ERA-Interim, see Fig. 4

:::
c,e). In a CMIP5 ensemble constrained by the land-atmosphere15

coupling metric V AC

c

, the representation of temperature extremes is substantially improved in regions prone to coupling-

induced biases (Fig. 4).
::::
d,f),

::
i.e.

:::::
both

::::
mean

:::::
TXx

:::
and

:::
the

::::
90th

::::::::
percentile

::
of

:::::
TXx

:::
are

::::::::::
significantly

:::::::
reduced.

:
The ensemble mean

of present-day temperature extremes in other regions remains unchanged. Moreover, projected future temperature extremes

are reduced in the constrained ensemble (Fig. 5), similarly to present-day reductions in regions prone to present-day biases in

land-atmosphere coupling.
::::
This

::
is

::::::::
illustrated

::
in
::::

Fig.
:::
5a

:::
for

::::
TXx

::::::::
(monthly

::::::::::::
area-averages

::
in

::::::::
summer)

::
in

:::::
CEU,

:::::
where

::::
the

:::
hot20

:::
end

::
of

:::
the

:::::::
original

::::::
model

::::::::
ensemble

::
is

::
in

::::
fact

::::
never

:::::::
realised

::
in
::::::::

observed
::::::::::::
temperatures.

:::
The

::::::::::
application

::
of

:::
the

:::::::::
constraint

::::
thus

:::
not

::::
only

:::::
affects

:::::
mean

:::::
TXx,

:::
but

:::
also

:::::::
reduces

:::
the

::::::
spread

::
of

:::
the

:::::
model

::::::::
ensemble

:::::::::
(Fig.5a,b).

::::
The

::::::::
reduction

::
in

::::::::
ensemble

::::
mean

::::
and

::::::::
ensemble

:::::
spread

::
is
:::::::
retained

:::
for

:::
the

:::::
entire

::::
21st

::::::
century

:::::::::
(Fig.5a,b).

:
Hence, this result reinforces that coupling-related biases are

model-inherent features, i.e. models that simulate too many V AC

c

-occurrences today (and associated high biases in extreme

temperatures) are very likely to do so in the future.
:::::::
However,

::::
one

:::::
should

:::::
keep

::
in

::::
mind

::::
that

:::
the

::::::::
reduction

::
in

::::::::
ensemble

::::
mean

::::
and25

:::::
spread

::
is

:::::::
confined

::
to
::::::::::::::::
coupling-sensitive

::::::
regions

::
in

:::::
CEU,

:::::
CNA,

::::
and

::
to

::::
some

::::::
degree

::
in

:::
the

:::::::
Amazon

::::::
region

:::::::::
(Fig.5c,d).

Our results imply that an accurate representation of land surface processes is crucially relevant for a correct simulation of

temperature extremes, and more generally for simulated near-surface climate variability. Land-atmosphere coupling is thus an

important source of bias in state-of-the-art global climate model simulations. By using an observations-based land-atmosphere

coupling diagnostic to constrain the multi-model CMIP5 ensemble, we have shown that biases in extremes in the large ensemble30

can be alleviated to a certain degree. As bias correction methodologies that take the physical causes for biases into account

are still widely lacking (Ehret et al., 2012; Bellprat et al., 2013)
:::
and

::::::::::
multivariate

::::
bias

:::::::::
correction

:::::::
methods

::::
are

:::::::
currently

:::
in

::::::::::
development

::::::::::::::
(Cannon, 2016) , the identification of models with a physically plausible representation of near-surface climate

and land-atmosphere interactions at the regional scale might be crucial to extract accurate and relevant information about
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climate extremes in the context of climatic changes in the 21st century (Mitchell et al., 2016b; Schleussner et al., 2016;

Seneviratne et al., 2016). For example, model selection for event attribution studies or a quantification of changes in univariate

climate extremes is often based on a statistical performance criterion (Perkins et al., 2007; King et al., 2016; Otto et al., 2015).

Our results indicate that these procedures could be further refined through incorporating observations-based diagnostics or

constraints in order to analyse model simulations that are indeed "right for the right reasons" (at least given physics-guided5

and observations-based relationships). Moreover, the impacts of climate and its extremes e.g. on human health or ecosystems

(Mitchell et al., 2016a; Frank et al., 2015) are often inherently related to multiple climate variables (Ehret et al., 2012; Leonard

et al., 2014). Therefore, simple constraints as motivated for instance in the present study might complement more conventional

bias correction procedures (e.g. Hempel et al., 2013) to derive physically consistent estimates of climate impacts. This approach

appears promising, because biases within climate models (i.e. in different variables) and across climate model ensembles are10

often correlated (e.g. Knutti, 2010; Mueller and Seneviratne, 2014; Sippel et al., 2016b). Fig. S12 indicates that
:::::
Hence,

:::::::
beyond

:::
soil

:::::::
moisture

:::::::
control

::
on

:::::::::
simulated

::::::::::
temperature

:::::::
extremes

:::
as

:::
the

::::::
present

::::::
study’s

:::::
focus,

::::::
related

::::::
biases

::
in

:::::
other

:::::::
variables

:::::
such

::
as

:::::
warm

:::::
season

:::::::::::
precipitation

::
or

:::
ET

:::::
might

::
be

::::::::
similarly

::::::
relevant

::
in
::::
this

:::::::
context.

:::
For

:::::::
example,

:
V AC

c

occurrences across the CMIP5

ensemble are negatively associated with precipitation and evapotranspiration
::
ET

:
in the warm season in mid-latitude regions

::::
(Fig.

:::
S9)

:
- both crucial variables in the water cycle that show pronounced summer low biases in CMIP5 models (Mueller and15

Seneviratne, 2014). Therefore, a constrained model ensemble with improved land-atmosphere coupling, a likely root cause of

biases (Lorenz et al., 2012), might not only improve temperature extremes and variability, but additionally might reduce biases

in associated variables such as evapotranspiration or rainfall
::
ET

:::
or

::::::::::
precipitation.

Is there a link between present-day land-atmosphere coupling and warming projections?

We investigate whether the representation of land-atmosphere coupling in climate models affects the magnitude of 21st century20

warming (e.g. Fischer et al., 2012; Stegehuis et al., 2013). We first note that regions sensitive to land-atmosphere coupling in

the CMIP5 model ensemble also show relatively strong warming in daily-scale temperature extremes (TXx), for example

Central America or South and Central Europe (Fig. 6, top
::
a,b). More importantly, however, models that produce frequent

V AC

c

occurrences (water-limited regimes) tend to be associated with larger rates of warming in TXx, although it should be

emphasized that this relationship is not simple or linear (middle panel in Fig. 6, Fig. S13, e.g.
:::
c,d,

:::
see

:::
also

:
Fischer et al. (2012)).25

Conversely, this pattern reverses in boreal regions, where strongly energy-limited models (i.e. very few V AC

c

occurrences)

tend to produce larger warming. However, in boreal regions this apparent relationship likely stems from a spurious correlation

with the individual models’ background warming (i.e., warming in annual averages), as the correlation in fact disappears if

the background warming is subtracted from summer warming (Fig. S13
::::
S10). In contrast, in mid-latitude regions warm season

warming that exceeds annual average warming remains confined to the warm season(Fig. S13). .
:

A multi-model projection30

constrained by a plausible representation of land-atmosphere coupling reduces future
:::::::::
differences

::
in TXx estimates in a

::::::
future

::::::
climate

:::::::
relative

::
to

:::
the

:::::::
present

::
in

:
coupling-sensitive regions such as Central Europe and Central North America by up to

1.5
:::::

locally
:::
by

::::::
around

:::
0.5�

:
C
::
to
:::

1�C .
:
-
:::
but

:::
this

:::::::
remains

::
a
:::::::
regional

:::::
effect

:::::
(Fig.

:::::
6e,f). These results are consistent with earlier

12



studies that used an ensemble of regional models over Europe that used the standard deviation of temperatures as a constraint

(Fischer et al., 2012).
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4 Conclusions

In the present study, we have evaluated land-atmosphere coupling in state-of-the-art climate models with an ensemble of obser-

vations using a diagnostic based on coincidences of large temperature and evapotranspiration anomalies
::
T

:::
and

:::
ET

:::::::::
anomalies

:::
(the

:::
so

:::::
called

:::::
V AC

::::::
index). While observations and models broadly agree on spatial patterns of land-atmosphere coupling,

our results reveal that models differ widely in coupling-sensitive regions in the mid-latitudes and the tropics. Several models5

exhibit systematically too frequent coincidences of high temperature anomalies with negative ET anomalies (water-limited

regimes) in mid-latitude regions in the warm season, and in several tropical regions year-round. Across the multi-model en-

semble, we found a strong association of land-atmosphere coupling with simulated temperature variability and extremes. The

spread between models largely explains differences in simulated monthly temperature variability and daily extremes. We ap-

plied a land-atmosphere coupling constraint to the multi-model ensemble, which
:::::::::::
considerably

::::::::
improves

:::
the

::::::::::::
representation

::
of10

:::::::::::::
land-atmosphere

::::::::
coupling

::
in

:::
the

:::::::::
ensemble,

:::
and

:
reduces biases in temperature variability and extremes in present-day simula-

tions in a physically consistent manner , and
::::
(Fig.

:::
4).

:::::::::::
Furthermore,

::
the

:::::::::
constraint leads to reduced variability and lower extreme

temperatures in future projections.
:::::::
However,

:::
the

::::::
overall

::::::::
projected

:::::::
changes

::
in

::::::::::
temperature

::::::::
extremes

:::
are

:::
not

::
so

:::::::
strongly

:::::::
affected

::::::::
(reduction

:::::::
around

::::::::::
0.5� 1.0�C

::::::
locally

::
in

:::::::
regions

::::
that

:::
are

:::::::
sensitive

:::
to

::::::::::::::
land-atmosphere

:::::::::
coupling),

:::::::
because

:::
the

::::::
models

:::::
with

:::::::::::
overestimated

::::::::::::::
land-atmosphere

::::::::
coupling

::::::
display

:::::::
similar

::::::::
anomalies

:::::
from

:::
the

:::::::::::::
multi-ensemble

:::::
mean

::
in
:::::::

present
:::
and

::::::
future.

:
In15

conclusion, we selected models with a physically plausible representation of land surface processes (and near-surface climate)

using observations-based constraints that are guided by physical considerations. This approach complements more traditional

bias correction approaches and offers new avenues to obtain improved estimates of future climate impacts.
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to trigger soil moisture-
evapotranspiration feedback
in wet regime

Figure 1. Conceptual figure
::::::::
Illustration of

:::::::::
qualitatively

:
contrasting warm season temperature-evapotranspiration (T-ET) coupling in global

climate models. (a, b)
::::::::
Conceptual

:::::::::
illustration

::
of T-ET coupling in (a)

::::
wet,

:::
and

::
(b)

:
dry & transitional regions

::::::
regimes.

::
In

:::
wet

::::::
regimes

::
T and

::
ET

:::
are

::::::::
positively

::::::::
associated (b

::::::::
atmosphere

::::::
impacts

::::
land)wet regions, where

::::
while

::
in

:::
dry

:
&

::::::::
transitional

::::::
regimes

::
T

:::
and

:::
ET

:::
are

::::::::
negatively

:::::::
associated

:::
due

::
to
:
soil moisture-temperature interactions play contrasting roles

::::::
moisture

::::::::
feedbacks

:
(i.

::
e.,

:::
land

::::::
impacts

:::::::::
atmosphere

:::
via

::::::
reduced

::
ET

::::
amd

::::::::
concurrent

:::::::
increases

::
in

::::::
sensible

::::
heat

:::
and

::
T).

:
(c-f) Contrasting

:::::::
Different

::::::
CMIP5

:::::
models

:::::
show

::::::::
contrasting

:
T-ET coupling behaviour

in a coupling-sensitive mid-latitude region in summer (Central Europe, spatial average, JJA, 1989-2005)in two different CMIP5 models
:
:

(left
:
c,
::
e)

::::::::::
NorESM1-M

::::::
produces

:
predominantly wet regime: NorESM1-M; right

::::::
regimes,

::
i.e.

:
a
::::::
positive

::::
T-ET

:::::::
coupling,

:::::
while

:::
(d,f)

::::::::::
ACCESS1-3

::::::
produces

:
predominantly dry regime: ACCESS1-3

:::::
regimes

:::::::
(negative

:::::
T-ET

::::::
coupling), illustrated as time series (c-d) and in the T-ET plane (e-

f). Red lines in (c-f) indicate th
upper

for T and ET , blue lines indicate thT

lower

(70th and 30th percentile in each individual time series,

respectively).
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Figure 2. Evaluation of T-ET coupling in global climate models. (a, b) VACb (a) and VACc coupling in the CMIP5 climate model ensemble

and observations-based benchmarking datasets in Central Europe (CEU, 1989-2005, area-average) with systematic warm season differences

::::::
(circles,

::::::::
diamonds,

:::
and

:::::::
triangles

::::::
indicate

:::::::::
diagnostic,

::::
land

::::::
surface

::::::
models,

:::
and

::::::::
reanalyses

::::::::
reference

:::::::
datasets,

:::::::::
respectively). Randomness

indicates the 5th to 95th percentile range obtained by randomly permutating both time series with respect to the other (N = 100 times) to

obtain independent data. (c) Difference in the VACc median of the CMIP5 ensemble and benchmarking datasets. (d) Fraction of CMIP5

models that are inside the 5th-95th percentile spread of the benchmarking datasets. (e, f) Range of VACc-occurrences (5th to 95th percentile

range) in CMIP5 models (e) and in the ensemble of observations (f).
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Figure 3. (a, b) Relationship between model-specific T-ET coupling (expressed through VACc) and model simulated variability of monthly

temperature anomalies (JJA) in Central Europe (a), and globally (b). (c, d) Relationship betweeen VACc-coupling and mean (c) and standard

deviation (d) of simulated monthly maximum value of daily maximum temperature (TXx) in summer (JJA).
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Figure 4. (a-b) Contour lines of bivariate kernel density estimates of T-ET relationship in the benchmarking datasets, the original and

constraint CMIP5 ensemble for (a) Central Europe, and (b) Central North America (1989-2005, area-average). (c, e) Biases in warm season

(c) TXx mean, and (e) 90th percentile of TXx in the original CMIP5 ensemble, and (d, f) reduction in biases in (d) TXx mean, and (f) 90th

percentile TXx through the application of the land-coupling constraint.
:::::
Regions

::::
with

::
a

::::::::
significant

:::::::
reduction

::
in

:::
(d)

::::
TXx

::::
mean,

::::
and

::
(f)

:::
the

::::::::::
across-model

::::::
average

:
in
:::
the

::::
90th

:::::::
percentile

::
of

::::
TXx

::::::::
according

:
to
::
a
:::::::::
permutation

:::::::::
significance

:::
test

::
are

:::::::
stippled.
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Figure 5. Application of land coupling constraint to CMIP5 ensemble. (a, b) Ensemble prediction of original and constrained multi-model

ensemble for
::
(a) future absolute TXx

:::
and (ab) and range of TXx anomalies relative to global mean temperature anomalies (b)

::
in

:::
each

:::::
model,

following Seneviratne et al (2016). Envelopes indicate 5th to 95th percentile. (c, d) Global maps of present-day and future
::::::
projected

:
changes

in the simulated
::
(c)

::::
mean

:
TXx,

::::
and

::
(d)

:
90th percentile

:
of

::::
TXx in the VACc-constrained CMIP5 ensemble.
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Figure 6. (a, b) Projected warming in warm season (a) mean temperature, and (b) TXx across the CMIP5 ensemble (RCP8.5 scenario, 2071-

2100 relative to 1981-2010). (c, d) Correlation between VACc in the warm season and the projected warming in (c) mean temperature, and

(d) TXx.
::::::
Stippling

:::::::
indicates

::::::::
significant

::::::::::
correlations. (e, f) Relative change in (e) mean warming and (f) TXx warming due to the application

of the land-atmosphere coupling constraint,
:::::::
warming

::::::
defined

::
as

::::::::
2071-2100

::::::
relative

::
to

::::::::
1981-2100.
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Table 1. Datasets used for model evaluation

Name of dataset Variable Type / Group Provider & Reference

LandFlux-EVALa ET Ensemble Median Mueller et al. (2013)

LandFlux-EVALa ET Median of Reanalyses Mueller et al. (2013)

LandFlux-EVALa ET Median of LSMs Mueller et al. (2013)

LandFlux-EVALa ET Median of Diagnostic datasets Mueller et al. (2013)

PRUNIa,b ET Diagnostic Sheffield et al (2006)
:::::::::::::::::::::
Sheffield et al. (2006, 2010)

MPIBGCa,b ET Diagnostic Jung et al. (2011)

CSIROa,b ET Diagnostic Zhang et al. (2010)

GLEAMa,b, V. 1A ET Diagnostic Miralles et al. (2011a, b)

AWBa,b ET Diagnostic Mueller et al. (2011a)

EI-ORCHIDEEa,b ET LSM Krinner et al. (2005)

CRU-ORCHIDEEa,b ET LSM Krinner et al. (2005)

VICa,b ET LSM Sheffield and Wood (2007)
:::::::::::::::::::::::::::::::::::::
Sheffield et al. (2006); Sheffield and Wood (2007)

NOAH-PF
:::::::::::
GL-NOAH-PFa,b ET LSM

:::::::::::::::::::::::::::::::::::
Rodell et al. (2004); Rui and Beaudoing (2016)

MERRA-LANDa,b ET LSM Reichle et al. (2011)

ERA-Interima,b ET Reanalysis Dee et al. (2011)

CFSRa,b ET Reanalysis Saha et al. (2010)

JRA-25a,b ET Reanalysis Onogi et al. (2007)

MERRAa,b ET Reanalysis Bosilovich (2008)

CRU-TS3.2a T Observations Harris et al. (2014)

ERA-Interim reanalysisa T Reanalysis Dee et al. (2011)

NCEP/DOE reanalysis2
::::

CFSR
::::::::
reanalysisa T Reanalysis Kalnay et al. (1996)

:::::::::::::
Saha et al. (2010)

a All T-ET combinations of marked datasets have been used to derive the ET-T constraint.
b Original individual datasets that contributed to the LandFlux-EVAL synthesis project (Mueller et al., 2013).
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