We thank the reviewers for their thoughtful reading, and have prepared a revised and improved version of our paper. Our main changes include adding more details on the simulation configurations and on the statistical analysis, adding a figure to show the model spin-up, adding more significance tests to the tables, showing more clearly the circulation changes seen, and removing a paragraph on relatively small precipitation changes seen in Africa. Our responses to each point raised are as follows:

1 **Review 1:**

1. *What is the overall performance of GISS-ModelE2? The global pattern of precipitation/circulation compared to reanalysis data may be useful.*

   The cited reference [1] evaluates the ability of GISS-ModelE2 to simulate observed climate fields. We now added another reference [2] to a comprehensive study of the ability of GISS-ModelE2 to simulate trends in precipitation, circulation, temperature, and sea ice, compared to observations.

2. *The authors have shown the spatial patterns for surface temperature, precipitation, and pressure from the effects of irrigation. How the circulation changes when applying the irrigation?*

   We now added maps of change in the jet stream speed (as another indicator of atmospheric circulation) along with description of these results.

3. *The authors argue that the patterns induced by irrigation forcing are less widespread when SST is fixed, implying that ocean-atmosphere interaction is a key to their propagation and persistence across seasons. However, how do we know the persistence can across the seasons?*

   We now removed this phrase.

4. *While the authors find an interesting finding of enhancing the wave patterns from the irrigation forcing when considering the ocean-atmosphere interactions, how about the time series analysis? How does LCLUC affect the interannual variations? Also, will including the ocean-atmosphere interaction affect such variations?*

   Effects of soil moisture boundary condition on time variation and autocorrelation of climate variables have been explored in previous work with ModelE [3]. In the current paper, we focus primarily on annual and seasonal mean climate differences due to irrigation under fixed SST versus slab ocean.

5. *The authors use a slab-ocean (without the ocean dynamics) to show*
the remote effects when considering the ocean-atmosphere interactions. Can the authors comment on what the remote impacts might change if using a fully coupled ocean dynamic model?

Yes, this is mentioned in the Discussion, with reference to [4]. For the present study, we conducted experiments of steady-state irrigation impacts using either fixed SST or a slab ocean because that configuration reaches an equilibrium state within a few simulation years, whereas a fully coupled ocean dynamic model would take thousands of model years to reach equilibrium under a particular pattern of irrigation forcing.

6. Why is there some remote impacts over the southern oceans when considering the ocean-air interactions? Wave patterns propagations?

Yes, we now mention this in the Discussion.

7. Do the simulations reach the equilibrium yet? A plot for the energy balance in TOA might be worth.

We now added a figure showing the time evolution of the TOA energy balance and surface temperature in the 4 runs to show the approach to equilibrium.

8. There is some northward shift of the ITCZ during the winter. Is there any particular reason for this?

We in fact find changes in precipitation over all seasons throughout much of the deep tropics. Exploring the robustness of these results and the generating mechanisms could be a worthwhile target for follow-up work.

2 Review 2:

a) P. 1, l. 3: In the title it is “irrigation’s climate impacts”?

Yes.

b) P. 1, l. 3: Maybe better “...contemporary irrigation (the geographic extent and irrigation intensity correspond to those of the year 2000) ...”

Modified.

c) P. 1, l. 9,10: as stated above, from the results presented, I do not arrive at this conclusion, (that attribution studies should include an interactive ocean).

We reworded the conclusion to be more cautious.

d) P. 2, l. 5: Maybe better “…to persist and to be transferred between ...”.
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P. 2, l. 5: Maybe better “… the irrigation related climate forcing …”.

Modified.

e) P. 2, l. 22 - 24: Would it be possible to convert these values to km$^3$/a as this would make it easier to compare them with other studies?

Yes, this is now added.

f) P. 3, l. 1 - 2: Would it be possible to give more information on how these 10 years were determined?

We now clarify that we use the average of those years as a basis for simulating ‘contemporary’ (around year 2000) climate.

g-l) P. 3, l. 3: Maybe better “For the climate variables of interest …”.

P. 3, l. 5: Maybe better “… interactive SSTs …”.

P. 3, l. 7: Maybe better “… using a Student’s …”.

P. 4, l. 15: Maybe better “… that directly quantify the conditions and the moisture status at earth’s surface …”.

P. 4, l. 7: Maybe better ” The irrigation-induced … over irrigated areas, spreads …”.

P. 4, l. 12: Maybe better ”. Irrigation-induced changes in the surface latent and sensible heat fluxes …”.

We checked these and modified the phrasing as appropriate.

m) P. 4, l. 18: I think the information in the brackets is not required as the terms SST and soil moisture already imply the geographic location.

Admittedly not required, but we believe it is worth keeping as confirmation to the reader.

n) P. 4, l. 18: Maybe better ”. Over land, the cooling …”.

Changed.

o) P. 5, l. 19: Maybe the sentence could be split up. At the moment it reads as if the mean amount would refer to the cooling.

Yes, that is the intention.

p) P. 4, l. 20: Maybe better ”. Over the ocean, the cooling …”.

Changed.
q)  P. 4, l. 23: Reading the sentence I was wondering whether I had overlooked the zonal means. As they are not shown maybe its better to just refer to the global mean.

Changed to “global or Northern Hemisphere”

r)  P. 6, l. 2: I find this difficult to see in the figure. To me it appears that over land areas the patterns of pronounced impacts especially in Southern Asia are actually quite comparable. Maybe an irregular spaced colorbar could be helpful to see differences between 0.4 and 0.8 K.

We modified the color scheme to show this difference more clearly. The typical numerical values of changes are also shown in Table 3.

s)  P. 6, l. 12: The wave patterns are not exclusive for the q-flux simulations, but there is also a wave pattern present for fixed SSTs in the Southern Hemisphere in JJA.

We now clarified that the wave pattern is much more pronounced for the q-flux simulations, though it is present to some extent with fixed SST also.

t)  P. 7, l. 15 - 16: Maybe better “…air-sea interactions …the divergence in the irrigation responses (surface air temperature and geopotential height) between …”.

Changed.

u)  P. 7, l. 17 - 18: Maybe better “…with the phases shifted between the interactive SST and fixed SST simulations …”.

Changed.

v)  P. 7, l. 6 - 7: Maybe better “…study using a different atmosphere and land surface model and found that …”.

We removed this paragraph.

w)  P. 7, l. 10 - 15: This is possibly true, but just as likely the differences are not related to the model physics. This is very hard to tell from comparing individual simulations.

We removed this paragraph.

x)  P. 7, l. 27: Maybe better “…patterns are less pronounced …”.

Changed.

y)  P. 9, l. 33: Maybe better “…to illuminate the …an to identify …”.
Clarified.

z) P. 9, l. 2: Maybe better “…the irrigation forcing…”.

Changed.

aa) P. 9, l. 2 - 4: Here, it is true that the simulations with slab-ocean are energy conserving and thus more physics-based, but at the same time there is additional uncertainty that could lead to simulations with a slab-ocean to be further from reality than those with fixed SSTs. As in the following the authors discuss how the simulations may compare to the real world I think this could also be mentioned at this point.

Agreed, we modified our phrasing to better reflect this.

ab) P. 13, last sentence section 4.: Again, this is possibly true, but just as likely the differences found in this study are not related to the model physics. This is very hard to tell from comparing individual simulations.

True. We rephrased this sentence to be more specific.

ac) P. 13, l. 3 - 4: Is this the surface air temperature? Does this mean include the ocean?

Yes, we clarify this now.

ad) With respect to figure 2, I just had slight difficulties to clearly see the differences between 0.4 and 0.8 Kelvin that the authors discuss on page 6 line 30 ff. Maybe a slight alteration of the colorbar (maybe irregular intervals?) could make it easier to identify these differences.

We modified the color scale to make the differences easier to see.

ae) With respect to the tables, would it be possible to also include the value of Delta-Delta? Maybe the authors could also give an indication of significance for DeltaA and DeltaO? I think this would make it even easier for the reader to get a feeling of the importance of Delta-Delta relative to DeltaA and DeltaO.

We added these to the tables.

3 Review 3:

1) The question that motivates the study is very interesting, but I think that the authors overstate their case too much to be convincing in their conclusions. My overall opinion is that this paper, although dealing with a novel and interesting question, is too modest in its present state. The simplicity of the numerical
design and the performed analyses suggest the authors overlook the complexity arising from coupling land, atmosphere and ocean in climate models, which is problematic for publishing in “Earth System Dynamics”.

2) My main concern is that the reported differences between the interactive and fixed SST runs are weak and moderately significant, both at the large scale (in term of p-value in Table 1), and over the maps, in which the areas with insignificant changes are much larger than the ones with a significant change. The main exception is the SSTs themselves, but this is not very informative given that their variability is very different by construction in the two kinds of experiments (see also my comments a-b below). Most of the recent papers that deal with tiny changes against the internal variability of the climate system use an ensemble approach to be more convincing from a statistical point of view, and I would like the authors explaining why they did not do the same.

We analyzed equilibrium climate responses under fixed-SST and q-flux simulations with interannually constant forcing. Variability within this regime is expected to be independent of the detailed initial conditions, so running the simulations for a longer period plays the role of an ensemble in sampling the range of internal variability under each configuration (i.e. fixed-SST or q-flux, without or with irrigation).

b) Even if we accept that the comparison of single members for each experiment is justified, information is missing in the paper regarding the experiment design and the subsequent statistical analysis:
a) I understood that the fixed SST simulations were analyzed over 50 years, while the SST forcing is available over 9 years only (1996-2004): how is it done, by cycling the 9-yr forcing over the 50 years? If so, it implies a different variability to the one of the interactive SST simulations, for which we also need to know if you impose or not an increasing amount of GHG and aerosols, as this may induce a trend in addition to the seasonal to inter-annual variability (I’m not a specialist of slab oceans, so I need that kind of information to make sense of the results). I also wonder why the fixed SST runs do not rely more strongly on the AMIP protocol, which comes with a much longer SST forcing data set, starting in 1979.

Different from the AMIP protocol, our goal was to examine equilibrium climate response to irrigation, with irrigation and other forcings held fixed at values from about the year 2000. The fixed SST runs applied an SST climatology derived by averaging the 1996-2004 values, so that SST stayed the same each year (not a 9-year cycle). Similarly, GHG and aerosol forcings were held at year-2000 values. We now clarify this in the paper.

b) The above information is important since the significance of the analyzed differences is tested based on Student’s t-test, which basically compares the mean difference to the variability (standard deviation) of the two compared samples. Regarding the test, I did not understand what was behind the following mention
“with the degrees of freedom adjusted based on the lag-1 autocorrelation of the time series”. Since the significance depends on the degrees of freedom, I recommend clarifying this point in the paper.

Agreed, we now explain this better and give references.

c) The paper relies on comparing the effect of irrigation in fixed and interactive SST experiments. These effects are respectively called $\Delta_A$ and $\Delta_O$, and calculated as the difference between an irrigated and control experiment, in each of the confirmations. The rationale is that if there is a significant difference between $\Delta_A$ and $\Delta_O$, then it means that the interactive SST influences the response of the climate to irrigation. But we may imagine another explanation to a significant difference between $\Delta_A$ and $\Delta_O$, because the two control simulations must be different (AMIP and CMIP simulations are different), and may drive the differences between $\Delta_A$ and $\Delta_O$. Thus, I think the authors need to compare the differences between the two control experiments and the ones between $\Delta_A$ and $\Delta_O$ before concluding anything.

Certainly the climate is not identical between the fixed-SST and q-flux configuration, although both are intended to simulate the contemporary climate state. To give a better sense of this, we now show the difference between the configurations in energy balance and in surface temperature. Our main goal here is to assess to what extent the modeled climate impact of irrigation changes based on which configuration is used, given that both have been previously employed for studies of irrigation impacts on climate but not systematically compared.

3) I also regret that the analysis of the changes and the attempt to give them a physical explanation is rather superficial. The studied changes are induced by enhanced moisture input to the atmosphere over irrigated land, and the atmospheric humidity is not analyzed. The only circulation variable is the 300-mb height, and no mention is made to moisture convergence and convection for the atmospheric compartment, nor to monsoons and surface ocean currents. Yet, if there is an influence of the interactive ocean on the response of the climate to irrigation, it should imply that irrigation changes the ocean’s behavior between the two interactive SST runs.

We now show jet stream winds as an additional atmospheric variable. Changes in the monsoons are captured in the precipitation and pressure fields shown. Ocean currents are effectively held fixed with our q-flux model configuration, which we now mention as another possible influence mechanism of irrigation that is not captured in the model runs analyzed here.

4) An illustrative example of the overstatement and lack of physical insight that can be found throughout the paper is the analysis of the precipitation changes over eastern Africa. We are asked to compare the $\Delta_A$ and $\Delta_O$ in precipitation in MAM over eastern Africa in Fig. 5, but there is almost nothing! I’m not even sure there would be something discernable with a magnifying glass. This
extremely weak change receives the longest explanation of the entire paper, with a 10-line paragraph, but it ends with a rather weak and speculative conclusion (p7, L13-15): “Thus, ocean-atmosphere interactions may importantly affect the magnitude and location of non-local irrigation impacts on climate, such as those potentially implicated in precipitation trends in eastern Africa.”

We removed this paragraph in order to focus on the more prominent differences seen.

p2, L22: summed should probably be replaced by averaged

Modified

p3, L10 and p4, L24: do you analyze the rms or the standard deviation? The latter seems more informative, as it excludes the effect of differing means.

RMS – this includes both change between the means of the differences \( \Delta A, \Delta O \) (nonzero mean \( \Delta \Delta \)) and spatial fluctuations that average out to zero globally.

P4, L14: when analyzing large scale means (land vs ocean), it’s abusive to write that “interactive SST spreads the cooling”: you need maps to draw this conclusion.

We refer there to the vertical extent of temperature change (not its horizontal extent), with reference to the differences in 300-mb geopotential height, which responds to the vertical integral of temperature in the atmosphere, as opposed to single-level measures such as surface air temperature. We now try to state this more clearly.

Caption of Table 2 should mention that the values correspond to the northern hemisphere only.
Caption of Table 3 should mention that the studied variability (by means of rms) is spatial (and not temporal, which could be worth an analysis too).
P7, 1st L15-16: please clarify “supporting the role of air-sea interaction in driving the divergence in surface air temperature and geopotential height irrigation responses between the fixed-SST and interactive-SST simulations.”
P7, L17-18: please clarify what is really meant by “the same stationary wave pattern [….] is found […], with shifted phase”
P7, L5 (according to the numbering in the pdf): please clarify “The role of interactive SST in non-local irrigation climate forcing”

We clarified these in the appropriate places.
4 Review 4:

Authors should investigate/comment of the effects on the oceans of taking all the water from the rivers. I.e. less water reaching the ocean and the effect on ocean temperatures.

We do not use a dynamic ocean model in the presented work, so ocean salinity patterns as influenced by freshwater flux changes do not affect model climate. Also, ocean extent is prescribed, so sea level does not change because of water diversion or other causes. We now mention that these are potential additional feedbacks of irrigation on the Earth system that could be investigated using more sophisticated model configurations.

The analysis is performed with a focus on spatial impacts, but I think the study would benefit if also some more attention would be given to the temporal effects. I.e. do the impacts change between the different years that were simulated and if so what are the main reasons?

The simulations here used steady ‘present-day’ (year-2000) forcings, and our analysis focuses on the mean equilibrium response. Previous work has looked at how the impact of irrigation on climate might vary depending on, for example, greenhouse gas concentrations [5, 4].

My final concern is that only one model with each of the configurations is being run and analysed, but little consideration is given to the uncertainties associated with the different initial conditions and model configurations. The authors should at least test/discuss if the effects observed from different initial states are larger than the effects one obtains from the presence/absence of irrigation and/or interactive SST.

We focus in this paper on perturbations of the equilibrium climate due to irrigation, which are expected to be insensitive to the precise initial conditions. We state that conducting similar experiments with different models and configurations is necessary to better understand how robust the effects seen are.

P1L19: please elaborate on the factors that prevent the deduction of remote impacts based on observations.

We now elaborate on this, noting that the propagation mechanisms of remote impacts may not be easily observable and that trends in observations are often dominated by the effects of other climate forcings [6, 7, 8].

P2L7: Please specify the degree of amplification, i.e. was the amplification significant?

The papers we cite here state that certain impacts of LCLUC were more pronounced in models with an interactive ocean than with a fixed ocean, but
did not quantify the statistical significance of the changes between the two configurations (\(\Delta\Delta\) in our nomenclature).

\textbf{P2 1st Paragraph:} Were any major reservoirs considered before water was taken from the groundwater resources? Were the volumes of water and groundwater abstractions of the same magnitude as actual measured irrigation? In many countries where irrigation was applied, rice is one of the major crops grown. Have the effects of the cropping methods (e.g. rice paddies result in standing water and therefore into additional standing water and evaporation) been considered in the model? Please comment/elaborate on these points in the manuscript.

We now explain the irrigation module more extensively and provide the water volume. Reservoirs are not represented in the model version that we used. We now clarify that the applied irrigation amount is “based on combining maps of irrigated areas and crop types with crop-specific evapotranspiration scale factors, with a special allowance for maintaining a constant flood depth in paddy rice areas”.

\textbf{P3L1:} the simulations were run for 60 years, however the data available for the SST and the sea ice were only computed for 1996-2004. Does this short time span cover the natural variability of these variables? Please elaborate.

In the fixed-SST runs, the model SST and sea ice were intended to represent typical conditions for around the year 2000 and were therefore obtained by averaging years before and after 2000, but did not have interannual variability. We now clarify this.

\textbf{P3 Fig1:} I suggest using a different colour scale (not starting with white), as it is difficult to distinguish if for an area no/ little irrigation has been applied. Additionally, please elaborate why certain areas have high amounts of irrigation applied, although it is the season of high precipitation (e.g. India during the Monsoon).

The irrigation amounts are from the cited data set. We now explain that for paddy rice areas, the applied irrigation is supposed to maintain flooding by compensating for an assumed-constant infiltration rate, which might be the cause of irrigation being specified even during parts of the monsoon season. The color scale has been modified so that smaller irrigation amounts are more visible.

\textbf{P3L8:} Please elaborate why a lag-1 adjustment was performed. What is the physical meaning behind this? Does the system not exhibit any long term memory?

Yes, this adjustment is intended to estimate empirically the effective number of degrees of freedom of the time series. We now explain this better and give
references. Long-term memory could be accounted for by basing the adjustment on higher-order autocorrelations as well, but in practice large correlations in the examined climate variables generally do not persist over long (multi-year) periods in this type of run [3], so the lag-1 autocorrelation together with a red-noise or Markov model of the time series is expected to give a fair approximation of the effective number of degrees of freedom [9, 10].

P3L12-15: Why only northern Hemisphere? I would think that the other 8% of irrigation also merits consideration.

Although our maps show the distribution of effects globally, for the seasonality we focus on the NH since that is where, with over 90% of the global applied irrigation amount, we would expect to see greater local impacts.

P7L5-10: I would suggest moving this to the discussion section.

We removed this paragraph to focus more on the strongest impacts seen.
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