Dated: March 11, 2017
The Editor,

Earth System Dynamics

Re-Revised submission of ESDD-2015-12

Dear Editor,

We are pleased to submit the re-revised version of our paper “Prevailing climatic trends
and runoff response from Hindukush-Karakoram-Himalaya, upper Indus basin”. We have
addressed all the referees’ comments and revised the manuscript for the requisite changes.
Our point-by-point response (in green) to the referees’ comments (in black), followed by the
track changes from previous version is given below.

We hope that the revised paper is now in the form acceptable for final publication in ESD
and that it will contribute to the understanding of prevailing hydroclimatic state over the
upper Indus basin, and subsequently its melt-runoff dynamics.

With kind regards,

Shabeh ul Hasson



REVIEWER # 3

This manuscript describes the climatic constraints on water availability of the upper Indus Basin
in Pakistan. The authors rely on station data (temperature and precipitation and discharge) which
are sparse in this region. The authors make important observations on climate trends and
decompose them by season/months. The authors address the topic of the Karakoram Anomaly -
this is a timely topic in a region that receives lots of attention, but is characterized by a lack of
ground and station data. The authors attempt to fill that niche — although this manuscript is not a
presentation of a lot of new station data, it is a very useful overview and synthesis.

We are very much thankful to the reviewer for his encouraging remarks and kind guidance which
have substantially improved our manuscript.

1.

Overall, the manuscript is well written, but is certainly on the lengthy and wordy side. In that
respect, does the methods section really need the statistical basis of the MK/TS/etc explained
with formulas? This seems like a lot of additional material and weight that is not necessary.
In short, while the authors are thourough and the manuscript contains important information,
it is too long. For example, the results start at line 512 — this is the length of some other entire
manuscript. While informative and important, the results of the discharge data alone are 1.5
pages (>40 lines).

Following kind suggestions of the reviewer, the length of the manuscript has now been
reduced by one-third in the revised version, without a significant information loss. The
statistical formulations of the MK/TS test have also been excluded while the text brevity has
been improved throughout the manuscript.

Some minor suggestions and wording comments:

2. I'm also not convinced that the section on trends vs lat/lon is helpful. There should be a lot

more local topography impact than pure lat/lon impact (e.g. aspect, distance from mountain
front as proxy for rain shadow, distance to local peaks). So, an analysis of trends vs
elevation/relief/aspect would be more instructive. Given the length of the manuscript and the
focus (and the extensive trend analysis), I suggest to remove this part, because it doesn’t
provide the detail and thoroughness as other parts of the manuscript.

The Section 5.3 titled ‘Tendencies versus latitude, longitude and altitude’ and related text on
line 504-505 has been removed in the revised manuscript.

L835 they suggest a weakening of the westerlies, which disagrees with other interpretation
and literature, and then on the next page suggest an increase in the strength of westerly
storms (citing Cannon et al.). This seems inconsistent — please rephrase.

Clarifying such inconsistent needs further explanation and in view of the need to cut the
manuscript length short Lines 833 to 840 have been removed in the revised manuscript.

Figure 1: Station locations are difficult to see. I suggest to use a grayscale image for
elevation or other symbols. Almost impossible to identify glaciers.

The Figure 1 has been revised with a greyscale topography and clearly shown glacier cover.
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5. Table 4, 6, and others: I always tend to use one significance level and use ONLY that

significance level. Using two significance levels (0.9 vs 0.95) is misleading. Most
importantly, that add clutter and noise to the table that is unnecessary.

In the revised manuscript, slopes on only at 90% significance level are shown in bold.

I am struggling with the last 3 figures (Figure 9-11). While these are useful in terms of data-
generation and visualization effort, they do not convey any useful information — unless you
are willingly to stare at least 5 minutes at one figure. Grid lines would be helpful, but also an
indication what information these figures should convey. As pointed out before, the
manuscript would not be weaker, if these are removed. Especially considering the facts that
there are a dozen stations over 5 degree of longitude (550 km) in some of the roughest terrain
on earth! IF the authors decide to leave them in, I strongly urge them to revisit them, make
colors and symbols clearer and indicate what these are supposed to document (trends)?
Otherwise the reader will interpret them as that there is not climatic relation with topography.

Agreeing with the reviewer, Figures 9-11 have been removed as the corresponding Section
5.3 on ‘Tendencies versus latitude, longitude and altitude’ has also been removed in response
to the reviewer’s comment #2.

REVIEWER #4

The manuscript has done comprehensive assessment of prevailing trends for relevant hydro-
climatic variables in the upper Indus basin (UIB). Relations among hydro-climate, monsoon,
westerly disturbances and water availability in this high-altitude mountain basin were reasonably
discussed. Overall, this is a well written manuscript and the results are interesting.

We are very much thankful to the Reviewer for his/her guidance, which has improved the revised
manuscript considerably.

I only have two main concerns for this study:

1.

18-year data series look too short to do trend analysis;

We fully agree with the reviewer’s concern about the short observational dataset used for
trends analysis. Keeping in view such constraint, authors have employed multiple measures
of assessing robust signal ranging from analyzing the statistical significance to ascertaining
the practical relevance. For instance, Mann Kendall test has been used for station-wise trend
detection for which time series length is coarsely reasonable. Then, the medium-term trends
(1995-2012) have been compared to the long-term trends from six stations for their
consistency. The results are further compared with the earlier reports employing subset of the
stations but over distinct periods in the Discussions section. Further, local climatic trends are
assessed for their field significance within 10 identified sub-regions of the UIB in order to
obtain the robust signal of change. Such field significant trends are further qualitatively
compared with the tendencies in discharge out of corresponding sub-regions (as well as with
the earlier reports of hydro-cryospheric changes from data scarce regions on lines 596-603)
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to investigate the practical relevance of statistically identified trends. The issues of spatial
incompleteness and shortness of observations have been discussed on lines 608-615, while
future direction about the use of proxy observations is also proposed, in view of the fact that
challenges of sparse and short in-situ observations within the UIB will remain same in the
coming decades. Further, kindly see our response to comments #1 of the Reviewer # 5.

2. the interactions between atmosphere and the mountainous hydrological processes in UIB
could be better interpreted if a land surface model/atmosphere-land coupled model is being
used other than intensively relying on statistics. That would be more helpful in understanding
the underlying processes.

We fully agree with the reviewer for this important suggestion on application of hydrological
and regional climate models over the study region in order to better understand the local-
scale physical processes over highly complex terrain and their interactions with the synoptic
weather system and associated precipitation regime. Applying hydrological model coupled
with the hypothetical scenario representing prevailing climatic trends over the UIB as
observed here, Hasson (2016) has recently confirmed our anticipated changes in the future
water availability. Further, efforts are underway to simulate a high resolution climate of the
region using mesoscale climate model WREF to investigate the responsible driving forces for
the anomalous observed cooling within the UIB.

Hence my recommendation is to be published after revision.
Minor comments:

3. Figure 1-2, I suggest unify the formats of figure 1 and figure 2. For example, the use of North
Arrow, Scale bar, ranges of latitude and longitude, font size, markers for the same theme
such as Discharge Stations and Rivers, should be unified in these figures. The ticks should be
displayed either inside (or outside) of the dataframe. I also suggest not show the major
division ticks for axes which have not been labeled, e.g., the left and bottom axes in the
dataframe.

Formats of the Figures 1 and 2 have been made same accordingly.

4. Figure 9-10, missing the “37.0” in y-label for DTR. Try to unify the scale of y-axis in Figure
9 and Figure 10. Even in Figure 10, the y-labels are the same for all subplot, but the scales
are a little bit different, e.g., the subplot for DTR.

In response to comment #6 of the Reviewer #3, Figures 9-11 have been removed from the
revised manuscript.

5. Figure 9-11, the units of trends should be oC/yr or mm/yr, please specify them in these
figures.
In response to comment #6 of the Reviewer #3, Figures 9-11 have been removed from the
revised manuscript.



REVIEWER # 5

We thank the reviewer for his precious time for reviewing our manuscript and for his/her
invaluable comments and suggestions, which have significantly improved the revised
manuscript.

1.

Paper analyses trends in precipitation, temperature and runoff in the Upper Indus Basin
(UIB). There have been a number of previous studies focusing on trends in this context, but
the main novelty of this paper is in calculating trends using high elevation automatic weather
station (AWS) data. However, given that data for these stations are only available for 1995-
2012, the trend analysis is conducted for a relatively short period (although this is compared
with longer-term trends from lower elevation stations). My main concern is whether trend
analysis is meaningful and justified for these short record period data, even if the focus is
stated as “prevailing climatic conditions” rather than longer-term trends. This is a critical
issue for the paper, as all of the results are dependent on the robustness of the trend analysis.
The methods employed for trend analysis are standard (non-parametric Mann-Kendall test,
Sen’s slope and pre-whitening), but the practical significance of the results may be limited by
the time series length.

We agree with the reviewer’s concern. However, as pointed out by the reviewer himself,
multiple measures have been taken while testing the robustness of detecting the trends from a
short times series that include: selection of the trend detection test; comparison of high-
altitude station trends with long-term trends over 1961-2012 period and with their previously
reported findings for selected periods; assessing the field significance of local trends that
implicitly shows which regions are most likely effected by sparse and short observational
data; and then comparison with the discharge tendencies; and also with the reports of
consistent changes in the hydro-cryosphere for the regions of least data availability like
eastern Karakoram. From all these distinct measures, cooling within the monsoon months
that coincides with the main glacier melt season and warming within spring to pre-monsoon
months that coincides with the main snowmelt season are widely apparent and their existence
at least on a qualitative scale cannot be ruled out for prevailing hydroclimatic scenario. It is
to mention that efforts to further update the high-altitude stations time series are underway
since the first submission of the manuscript, indicating that the hydroclimatic research over
the study region is not only hindered by the availability of the in-situ observations but
equally by their accessibility too. Kindly see our response to comment #1 of Reviewer #4.

In addition, the authors divide the UIB into sub-regions for testing the field significance of
calculated trends. While this may be a potentially new approach in the UIB context, one of
the difficulties with it is the relatively small number of stations (18) with which to estimate
statistical field significance in such a complex setting (even with a bootstrapping method).
This is particularly so given that some of the sub-regions contain very few stations (minimum
27). Plotting the stations on Figure 2 or tabulating the number of stations in each sub-region
would make this more transparent.

We completely agree with the reviewer’s concern. It is to clarify that the field significance as
per its theoretical basis requires minimum of 2 stations to suggest the statistical robustness.
Nevertheless, in view of the on-ground reality of large sub-basin extents and sparse
observational network within the complex terrain, the field significance has been employed

5



only as one of the many measures to obtain the robust signal of change. The rest of measures
include comparison of: observed discharge tendencies with the field significant climatic
trends; to consistent hydro-cryospheric changes reported earlier; to the long-term trends
ascertained in the study and those reported earlier. Yet, robust signal is found only for few
months when statistical significance is well complemented by the practical relevance, such
as, July/September cooling (March/May warming) and subsequent decreasing or weakly
rising (increasing) discharges during main glacier (snow) melt seasons for almost all sub-
regions. Kindly also see our response to comment #1 and comment # 1 of Reviewer #4. All
the hydrometric stations analyzed for field significance are plotted in the Figure 2 as
suggested and were already given in the last column of the Table 1.

Description of the methods could probably be clearer and more carefully written. For
example, it might be useful to explain briefly the bootstrap resampling approach rather than
just provide a reference. Not all of the symbols used in the equations seem to be defined in
the text (e.g. theta in Equation 2, t in Equation 6 — all should be checked). Equation 12 might
also be clearer if split in two.

We agree with the reviewer to briefly explain the resampling approach. However, in view of
the much-needed shortening of the manuscript length and in response to comment #1 of
Reviewer #3 who suggested otherwise, further explanation on already published/established
approach is not included in the revised manuscript. Instead, formulations of the well-known
Mann-Kendall and Sen’s slope methods have been removed in the revised manuscript due to
similar concerns.

While a range of plausible explanations for the estimated trends are presented, the discussion
and interpretation of results could be a little more carefully presented. Some trends may be
consistent with mechanisms and processes that have been put forward in the literature, but
the manuscript reads a bit too definitively in parts (with quite a lot of assertion). The level of
interpretation does not feel consistently justified by the results. Explaining recent historical
changes in terms of climate model projections for the future also seems ambitious. The
discussion section could therefore benefit from adjusting its emphasis and tone to be less
conclusive. Along the same lines, the conclusions on trends reached in the paper should be
more clearly stated in the conclusions section, with less emphasis on interpretation in terms
of processes here.

The Discussion section has been carefully revised accordingly and climate models’
projections have been removed. Conclusion section is rewritten pointing out main findings
and their practical relevance.

The overall presentation and structure is clear, but the manuscript still seems long and might
benefit from transferring some of the detail to the supplementary material. For example, there
are long descriptions of delineation of the UIB catchment boundary and data sources where
some of the detail could be moved out of the main text. The introduction and results section
could be shorter and more focused. The standard of English in the manuscript should be
improved further (it is reasonable overall but not fluent in all parts).

We fully agree with the Reviewer. The description of the UIB delineation from the
forthcoming manuscript was included for addressing the major objections indecently raised
by the Reviewers # 1 and #2 on how authors have delineated the UIB boundary. Therefore, it
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is sought that the details on the UIB delineation that seem irrelevant here to be included in
the manuscript dedicated to such topic. The rest of manuscript has gone through text brevity,
clarity and filtering out irrelevant details, avoiding any significant loss of information.
Overall the length of the manuscript has been reduced by one-third.

Some improvements to the tables are needed. Latitude and longitude seem to be the wrong
way around in Table 2. The latitude and longitude of gauging stations should be quoted to a
lower number of decimal places in Table 3. Tables 4 to 7 are very large. It may be better to
move the full results to supplementary material and synthesise the key findings in the main
text. Also, the signs of the numbers do not always seem to agree with the colour coding as
described in the captions (e.g. Table 4 caption says that blue means an increasing temperature
trend, but the numbers coloured blue are negative). If gradational colour scales are to be used
with the tables, I think more care and consistency is required (e.g. consistency between tables
and more explanation of what is being shown).

We are thankful to the reviewers for pointing these typo corrections. In Table 2, column
headings of Latitude and Longitude are now rightly placed while their values are limited to
two decimal places. Given that the Figures 9-11 have been removed in response to comments
#6 of Reviewer #3, Tables 4 to 7 have been retained in the revised manuscript. Caption of
Table 4 now correctly indicates the color coding while captions of other tables are made
consistent.

The station names are difficult to read on Figure 1, and Figure 2 might benefit from showing
(unlabelled) station locations to clarify how many stations are being used to determine field
significance. Figure 8 requires a key to explain the size and colour of the symbols (and
ideally some spatial reference, e.g. UIB sub-regions or rivers). Overall, I am concerned that
trend analysis and field significance tests are inappropriate given the record periods and
number of stations available. The analysis and interpretation may be beyond what is
justifiable for the dataset.

The Figure 1 has been revised that now more clearly shows the station names. Unlabeled
stations are plotted on the Figure 2 in order to clarify that the field significance is determined
based on how many number of stations, as already had been mentioned in the last column of
the Table 1. Legend and UIB sub-regions have been added to the Figure 8 as suggested.
Regarding the short length of the observations and/or little number of available stations,
kindly see our response to comments #1 and #2 and to comments #1 of reviewer #4.

line 353: <typo> "DTR - Tx - Tn" should read "DTR = Tx - Tn"
The expression has been corrected on line 239 of the revised manuscript.

lines 785-791 & 842-852: While the increase in (late) summer precipitation reported by the
authors is not disputed, its attribution to monsoonal weatherly systems rather than westerly
disturbances, other than aligning with theoretical future circulation changes, seems to be
conjecture rather than substantiated. In effect, the additional summer precipitation at high
elevation/latitude stations could be a result of greater (than previous historical period)
penetration of westerly systems due to weakening/southerly position of the monsoon which
structurally is more generally a lower altitude system. Furthermore the teleconnections cited,



particularly NAO, have been principally associated with variability of westerly disturbances
rather than monsoonal circulation.

We fully agree with the reviewer as studies so far has only anticipated the enhanced
influence of the monsoonal offshoots within the Karakoram, which needs to be confirmed by
concrete analysis. Against this background, we have revised our discussion on lines 494-501
and 532-535.
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Abstract

Largely depending on the meltwater from the Hindukush-Karakoram-Himalaya, withdrawals
from the upper Indus basin (UIB) contribute te—half of the surface water availability in
Pakistan, indispensable for agricultural production systems, industrial and domestic use and
hydropower generation. Despite such importance, a comprehensive assessment of prevailing
state of relevant climatic variables determining the water availability is largely missing.
Against this background, we—present-a—comprehensive-hydroclimatic trend-analysis—everthis
study assesses the HHB—We-analyze-trends in maximum, minimum and mean temperatures
I Fa-and-Taverespeetivelyy;, diurnal temperature range (BFR)-and precipitation from 18
stations (1250-4500 m—astmasl) for their overlapping period of record (1995-2012), and
separately, from six stations of their long-term record (1961-2012). We-apphyFor this, Mann-

Kendall test on serially independent time series is applied to assessdetect the existence of a
trend while its true slope is estimated using the Sen’s slope method. Further, welocally
identified climatic trends are statistically assess—the—assessed for their spatial scale feld)
significance efocal-chmatie-trends-within ten identified sub-regions of the UIB, and analyze
whetherthe spatially (field) significant (field-significant)-climatic trends are then qualitatively

agreecompared with a—trendthe trends in discharge out of corresponding sub-regions. Over
the recent period (1995-2012), we find a well agreed and—mesthyfield-significant-cooling
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regions—Wefind—a—spring—warming—(fieldsignificantinMareh) and drying (exeeptfor
Karakeramand-itssub-regtons)y—and-subsequentrise—inof spring season (field significant in
March) and a rising early-melt season flews—Such-early-meltresponse-together-with-effective

in—discharge eutfrom most of the sub-regions, likely due to a rapid snowmelt. In stark

contrast, most of

late-melt-season,—the sub-regions feature a field significant cooling within the monsoon
period (particularly duringJely—TFhe-in July and September), which coincides well with the

main glacier melt season. Hence, a falling or weakly rising discharge is observed

hydroclimatie—trendsfrom the corresponding sub-regions during mid-to-late melt season

(particularly in July). Such tendencies, being driven—-by—ecertain—changes—in—the—monsoenal

system—and—westerhy—disturbanees;largely consistent with the long-term trends (1961-2012),
most likely indicate dominance ¢of the nival but suppression) of nival(the glacial)}-raneff

melt regime, altering substantially-the-overall hydrology of the UIB in future. These findings,

though constrained by sparse and short observations, largely contribute tein understanding

the UIB melt runoff dynamics and address the hydroclimatic explanation of the ‘Karakoram

Anomaly’.

1 Introduction

The hydropower generation has key importance in minimizing the on-going energy crisis in
Pakistan and meeting the country’s burgeoning future energy demands. aFor this-—regard,
seasonal water availability from the upper Indus basin (UIB) that contributes to around half
of the annual average surface water availability in Pakistan is indispensable for exploiting

3500 MW of installed hydropower potential at country’s largest Tarbela reservoir immediate

| downstream. FhisWithdrawals from the UIB further eentributescontribute to the country’s
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agrarian economy by meeting extensive irrigation water demands. The earliest water supply
from the UIB after a long dry period (October to March) is obtained from melting of snow
(late-May to late-July), the extent of which largely depends upon the accumulated snow
amount and the concurrent temperatures (Fowler and Archer, 2005; Hasson et al., 2014b).
Snowmelt runoff is then overlapped by the glacier melt runoff (late-June to late-August);)
that primarily dependingdepends upon the melt season temperatures (Archer, 2003). Snow
and glacier melt runoffs, originating from the Hindukush-Karakoram-Himalaya (HKH)
Ranges, together constitute around 70-80% of the mean annual water available from the UIB
(SIHP, 1997; Mukhopadhyay—andKhan—2015—Immerzeel et al., 2009). As—epposed—to
largeUnlike major river basins of the South and Southeast Asia;—~whieh that feature extensive

summer monsoonal wet regimes downstream, the lower Indus basin is mostly arid and hyper-

arid and much relies upon the meltwater from the UIB (Hasson et al., 2014b).

view of high sensitivity of the mountainous environments to climate change (MRI, 2015;

Hasson et al., 2016d) and the role of meltwater as an important control for the UIB runoff
dynamics, it is crucial to assess the prevailing climatic state everof the UIB and the
subsequent water availability. Several studies have been performed in this regard. For

exampleinstance, Archer and Fowler (2004) have analyzed-trends—inpreeipitationfromfour
stations—within—the—UHB—and-found a significant increase in winter, summer and annual

precipitation duringover the period 1961-1999. By-analyzing-temperature-trends-For the same
period, Fowler and Archer (2006) have found a significant cooling #rduring summer ardbut
warming #during winter. Sheikh et al. (2009) have documented a-significant cooling ef-mean
temperatares-during-and wetting of the monsoon peried-(July-September);-and-consistent) but
warming durineof the pre-menseonal-menthsmonsoon season (April- May) ferover the peﬂed
1951-2000- tenifi i i




97 | stentticant—changes—torthe—rest—of—year period. Khattak et al. (2011) have found winter

98 warming, summer cooling (1967-2005), but no definite pattern for precipitation. It is
99 | noteworthy that repertsfrom—the-abevementionedstudiesthese findings are based upon at
100 least a decade old data records. Analyzing updated data for the last three decades (1980-
101 2009), Bocchiola and Diolaiuti (2013) have suggested that winter warming and summer
102 | cooling trends-are less general than previously thought, and can be clearly assessed only for
103 | Gilgit and Bunji stations;—respeetively—Fer. They have found mostly insignificant
104 | precipitation;—theyfound-an increase over the Chitral-Hindukush and northwest Karakoram
105 | regtens—andwhile decrease over the Greater Himalayas-withinthe U3 —theush-mest-efsuech
106 ipitat : s-are-statistically-insienificant—By. Analyzing temperature record for the
107 | perted—recent six decades (1952-2009;), Rio et al. (2013) have also reported dominant

108 | warming during March and pre- SO0 tod;

109 | 2606%9-monsoon season.

110 The above mentioned studies have analyzed observations from only a sub-set of half dozen
111 | manual, valley-bottom, low-altitude UIB stations, being maintained by the Pakistan
112 | Meteorological Department (PMD3)-within-the- UHB-(Hasson-etal52044b)-). Contrary to these
113 | low-altitude stations, observations from high-altitude stations in_the South Asia mostly
114  feature opposite sign of climatic changes and extremes, possibly influenced by the local
115 | factors (Revadekar et al., 2013). Moreover, the bulk of the UIB streamflewstream flow
116 | originates from the active hydrologic zone (2500-5500 m—asimasl), when thawing
117 | temperatures migrate over and above 2500 m-asimasl (SIHP, 1997). In—~view-ofGiven such a

118 | large altitudinal dependency of the climatic signals, data from_the low-altitude stations,
119  though extending back into the first half of 20" century, are not optimally representative of
120  the hydro-meteorological conditions prevailing over the UIB frozen water resources (SIHP,
121 | 1997). Thus, anthe assessment of climatic trends over the UIB has been much restricted by
122 | the limited availability of high-altitude and most representative observations as well as their

123 accessibility, so far.

124 | Amid-Above mentioned studies; of Archer and Fowler (2004), Fowler and Archer (2006) and
125 | Sheikh et al. (2009) have used linear least square method for trend analysis. Fheugh-Such
126 | parametric tests merethough robustly assess the existenee-ofa-trend as—eomparedrelative to
127 | non-parametric trend-tests (Zhai et al., 2005), theybut need the sample data to be normally

128  distributed, which is not always the case for hydro-meteorological observations (Hess et al.,
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2001 Khattak-et-als 200 HInthisregard). Hence, a widely adopted non-parametric test, such

The-above-mentioned-studies-of Ichattak-et-akas employed by Khattak et al. (2011), Rio et al.

(2013) and Bocchiola and Diolaiuti (2013)-have—used-MK—test—in—order—to—confirm—the

ree—ofatrend—alons with-Theil-Sen he 050: Sen—196%)slope—method 5
ek rnese s e oo lrend ),

Most of the hydro-climatic time series contain red noise because of the characteristics of
natural climate variability, and thus, are not serially independent (Zhang et al., 2000; Yue—et
al2002-&2003:-Wang et al., 2008). On—the-otherhandHowever, MK statistiesstatistic is
highly sensitive to the serial dependence of a time series (Yue and Wang, 2002; Yue et al.,
2002 & 2003+—Khattak—etals—204+4). For instance, the variance of MK statistic S increases
(decreases) with the magnitude of significant positive (negative) auto-correlation of a time
series, which leads to an overestimation (underestimation) of the trend detection probability
(Douglas et al., 2000; Yue—etal;—2002-and2003:—Wu et al., 2008; Rivard and Vigneault,
2009). To eliminate such an-effectaffect, von Storch (1995) and Kulkarni and von Storch
(1995) proposed a pre-whitening procedure that suggestsremoves the remeval-efa-lag-1 auto-
correlation prior to applying the MK -test-, as employed by Rio et al. (2013) have-analyzed

isamid the above cited

studies. However, such procedures—hewever; is particularly inefficient when a time series

either features a trend or- is serially dependent negatively (Rivard and Vigneault, 2009). In
fact, presence of a trend can lead to false detection of significant positive (negative) auto-
correlation in a time series (Rivard and Vigneault, 2009), removing which through a pre-
whitening precedure—may remove (inflate) the portion of a trend, leading to anthe
underestimation (overestimation) of trend detection probability and trend magnitude (Yue
and Wang, 2002; Yue et al., 2003). In—orderto—addressTo avoid this—preblem, Yue et al.
(2002) have-proposed a medified-pre-whiteningprocedure—which—is—ealled-trend free pre-
whitening (TFPW)}-Ja-TFEPW--a-) in which the trend component of a time series is separated
before-theprior to pre-whitening precedure-is-applied;-and after-the-pre-whiteningprocedure;
then blended back to the resultant time series-is-blended-together-with-the-pre-identified-trend
component-for-further-applicationof-the Mi—test—, as adopted by Khattak et al. (2011)-have
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Hue-etal2002).). However, prior estimation of athe trend may also be influenced by the

presence of a—serial correlation in a time series in a similar way the presence of a—trend
contaminates the estimates of an—auto-correlation eeefficient—(Zhang et al., 2000). It is,
therefore, desirable to estimate the most accurate magnitudes of both, trend and auto-

correlation-eeefficient, in order to avoid the influence of one on the other.

The UIB observes contrasting hydro-meteo-cryospheric regimes mainly because of the
complex HKH terrain and sophisticated interaction of prevailing regional circulations
(Hasson et al., 2014a and 20452a2016a). The sparse thich-andJow—altitude)-meteorological
network in such-a difficult area neither covers fully its vertical nor its horizontal extent - it
may also be highly influenced by complex terrain features and variability of meteorological
events. Under such scenario, tendencies ascertained from the observations at local sites
further need to be assessed for their field significance. The field significance indicates
whether the stations within a particular region collectively exhibit a significant trend or not,
irrespective of the significance of individual trends (Vogel and Kroll, 1989; Lacombe and
McCarteny, 2014). This yields a dominant signal of change and much clear understanding of
what impacts the observed conflicting climate change will have on the overall hydrology of
the UIB and of its sub-regions. However, simiar—tealike sequentially dependent local time
series, spatial-/cross-correlation amid the station network withinof a region, possibly present
due to the influence of a common climatic phenomenon and/or of similar physio-
geographical features (Yue and Wang, 2002), anomalously increases the probability of
detecting the field significant trends (Yue et al., 2003; Lacombe and McCarteny, 2014).
SuehTherefore, the effect of cross/spatial correlation amid the station network shewldneeds to

be eliminated while testing the field significance as—propesed-by—several-studies<(Douglas et
al., 2000; Yue and Wang, 2002; Yue et al., 2003)). Further, statistically identified field

significant climatic trends should be verified against the physical evidence.

In this study, we present a first comprehensive and systematic hydro-elimatie-hydroclimatic
trend analysis for the UIB based apenon ten stream flow, six low-altitude manual and 12
high-altitude automatic weather stations. We apply a—widely—used—non—parametricthe MK
trend test over serially independent hydroclimatic time series;—ebtained—threugh—a—pre-
whiteningprocedure; for ensuring the existence of a trend—Fhe_while its true slope ef-an

existing—trend—is estimated by the Sen’s slope method. la—pre-whitening—we—remove
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Here—weinvestieateechmuatietrends—on—Thc monthly timeseatetraddittonto seasonnland

annual time-seales; n-order—to—presern

statien-scale individual elimatie-trends within-thatregion—were-testedare further assessed for

their field significance

al5—2003)-within the ten identified sub-regions of the UIB, and in order to furnish the physical

attribution to statistically identified regional signal of change, the field significant trends are

in turn compared qualitatively with the trends ef—eutletin discharge fremout of the
corresponding regions,—in—erder—to—farnish—physicalattribution—to—statistically—identified

2 Upper Indus basin

regimes—{Areher 2003 Fovwlerand—Archer 2006 Hasson—et-al—20433%-Spanning over the

geographical range of 31-37°E and 72-82°N, the basin extendingextends from the western
Tibetan Plateau in the east to the eastern Hindu Kush Range in the west-hosts—mainly—,

hosting the Karakoram Range in the north; and_the western Himalayan massif (Greater

Himalaya) in the south (Fig. HB—As-summarized-in Ressianni-and Rientes{2014) and Khan
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Around 46 % of the UIB falls within the political boundary of Pakistan, containing around
60% of the permanent cryospheric extent. Based on the Randolph Glacier Inventory version
5.0 (RGI5-0—Arendt et al., 2015), around 12% of the UIB area (19,370 km2) is under the
glacier cover. WhileThe snow cover rangesvaries from 3 to 67% of the basin area (Hasson et

al., 2014b).

The hydrology of the UIB is dominated by the precipitation regime associated with the year-
round mid-latitude western disturbances—Fhese—western-distarbances—arelowertropespherie

westera-disturbanees- that intermittently transport moisture ever—%h%UJB—mamJy—m—sehd—fefm

throughout-the-yearthough-their main-contributieneomes-mainly during winter and spring
and mostly in the solid form (Wake, 1989; Rees-and-Colins;2006:-Ali et al., 2009; Hewitt,

2011; Ridleyetal520643:-Hasson et al., 20H3-&2045a2016a & 2016b). Such eontributions

aremoisture contribution is anomalously higher during the positive phase of the north Atlantic

oscillation (NAO), when the southern flank of the western disturbances intensifies over Iran

and Afghanistan because of heat low there, causing additional moisture input to-the—region
from the Arabian Sea (Syed et al., 2006). Similar-pesitive—precipiation-anomalyisevident

receives eentributionmoisture from the summer monsoonal offshoots, which crossing the
16
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main barrier of the Greater Himalayas (Wake, 1989; Ali et al., 2009:-Hassen—et-al5-20452),
precipitate-meisture over higher (lower) altitudes in solid (liquid) form (Archer and Fowler,
2004). Such occasional incursions of the monsoonal system and the dominating westerly

disturbances;—argely_-- further controlled by the complex HKH terrain;_-- define the
contrasting hydre-elimatichydroclimatic regimes within the UIB.

Mean annual precipitation within the B¥Bbasin ranges from less than 150 mm at Gilgit

station to around 700 mm at Naltar station. I:&Gely—add%es&ag—pfeeipi%&ﬁeﬁ—uﬂee&am&w

twice—as—previeushy—thousght-However, the glaciological studies alse—suggest substantially
large ameuntamounts of snow aeewmwlationaccumulations that account for 1200-1800 mm

(Winiger et al., 2005) in_the Bagrot valley and above 1000 mm over the Batura Glacier
(Batura Investigation Group, 1979) within the western Karakoram;—and-. Within the central

karakoram, such amounts account for more than 1000 mm, and; at few sites, above 2000 mm

over the Biafo and Hispar glaciers (Wake, 1987)-within-the-central Karakeoram:).

The Indus River and its tributaries are gauged at ten key locations within the UIB, dividing it
into Astore, Gilgit, Hunza, Shigar and Shyok sub-basins (Hig—2)}—TFhese-bastnsthat feature
distinct hydrological regimes (snow- and glacier-fed). Previeus—studies{Archer (2003:) and
Mukhopadhyay and Khans- (2015) have separatedidentified snow-fed (glacier-fed) sub-basins
ofthe BHBbased on the-basis—of-theirz: 1) smaller (larger) glacier eeverage;cover; 2) strong
runoff correlation with previous winter precipitation (concurrent temperatures) from low-
altitude stations, and;; 3) asirg—hydrograph separation-technigque—Based-on—such—division;.
Their findings suggest that Astore (within-the-westernHimalayanRange)-and Gilgit (within
the-eastern Hindulkush-Range)-are-considered-asare mainly snow-fed while Hunza, Shigar and

Shyok (within—theKarakeramRange)-are considered—as—mainly glacier-fed sub-basins. The
strong influence of climatic variables on the generated melt runoff withinand-from-the U5

suggests_high vulnerability of spatio-temporal water availability to climatic changes. This is
why the UIB discharge features high variability — the maximum mean annual discharge is
around an order of magnitude higher than its minimum mean annual discharge, in extreme
cases. Mean annual UIB discharge frem—the-EHB-is around 2400 m’ s'l, which eentributes—to
ontrlbutmg around 45% of the total surface water availability withinin Pakistan—Sinee—the

. mainly

withirconfines to the melt season (April—-September). DuringFor the rest of year, melting
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temperatures remain mostly below the active hydrologic elevation range, resulting in minute
melt runoff (Archer, 2004). The characteristics of the UIB and its sub-basins are summarized

in Table 1.

3 Data
3.1 Meteorological data

The network of meteorological stations within the UIB is very sparse and mainly limited to
within the Pakistan’s political beundariesboundary, where-areund 20 meteorological stations

are being operated by three different organizations. The-firstnetwork-eperated-byThe PMD;
eonststs—of—_operates six manual valley-basedbottom (1200-2200 masl) stations that provide

the only long-term data—series;—generallystartingfromrecord since the first half of the-20"

century—Hewever;, however, the data before 1960 are scarce and feature large data gaps

(Sheikh et al., 2009). Sueh

EvK2-CNR has—installedmaintains two meteorelogieathigh-altitude stations at—higher
elevatienswithin the central Karakoram, which hewever—provide time-seriesdata only since

2005.

O gutaprecipiatio W 5y 5
B )

melt—The third meteorological network within-the UIB-consists-of 12-high-altitude-automatie
weatherstations—ealled Data-Collection Platforms(DCPs)—which-are-being maintained by the
Snow and Ice Hydrology Project (SIHP) of the Water and Power Development Authority
(WAPDA:- is bei

consists of twelve high-altitude range—ef—(1479-4440 m—ash—thesePCPstations—masl)

automated weather stations, called Data Collection Platforms (DCPs), which provide

meteorological-observations since 1994/95. Contrary to PMD and EvK2-CNR; precipitation

gauges-at, DCPs measure both-liquid-and-solid-preeipitationsnow in mm water equivalent as
18
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solid moisture is the main source of melt dominated hydrology of the UIB (Hasson et al.,

2014b).

to the Karakoram Range that hosts most of the Indus basin ice reserves (Fig. 1) and covering

most of the active hydrologic zone; DEPsseemto-be-_of the UIB (2500-5500) -- unlike PMD

stations -- DCPs are well representative of the prevatine—hydro-meteorological conditions

prevailing over the UIB cryosphere, so far. We have collected the daily data ferof maximum
and minimum temperatures (Tx and Tn, respectively) and precipitation effrom 12 DCPs for
the period 1995-2012 from-SHP—WAPBA-(Table 23— We-have-alsocollected-theupdated
record—of-and from six lew—altitude—stations—from—PMD stations for same—set-of—variables
within-the period 1961-2012- (Table 2).

3.2 Discharge data

attribution-to-ourstatistically-based fieldsignificant-trend-analysis;-we- of all ten hydrometric
stations within the UIB have been collected the—discharge—data—from SWHP—the Surface

Water Hydrology Project of WAPDA—"Ph%px:ejeet—manemns—a—ne%weﬂeef—hydmmeme
stations—within, Pakistan-

hydrometrie-stations—within-the UIB(TFable 3)—It is pertinent-to mention here-that discharge
dataobservations from the central and eastern parts—of—+the-UIB are hardly influenced by the

anthropogenic perturbations. Though the western UIB is relatively populous and
streamflowthe stream flow is used for the solo-seasoned crops and domestic use, however;

the overall water diversion for such a-use is indeednegligible (Khattak et al., 2011).
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4 Methods

We have firstinvestigatedchecked the internal consistency of the data by closely following

Klein Tank et al. (2009) such as_the situations of below zero precipitation and when

maximum temperature was lower than minimum temperature, which found in few were then
corrected. AfterwardsThen, we have performed homogeneity tests using a standardized
toolkit RH-TestV3 (Wang and Feng, 2009) that uses a penalized maximal F-test (Wang et al.,
2008) to identify any number of change points in a time series. As no station has yet been
reported homogenous at monthly time scale for all variables, only a-relative homogeneity test

iswas performed by adopting athe most conservative threshold level of 99% for the statistical

significance. We-have-feund-Except Skardu, PMD stations mostly feature one inhomogeneity

in only Tn g - : ; H e ardu
station(Table2)—Feor, which over the 1995-2012 period;such-inhomogeneity-in-Ta-is-only- is
valid only for Gilgit and Gupis stations—On-the-otherhand;—datafrem (Table 2). The DCP
statiensdata were found of high quality and homogenous. Only Naltar station has experienced

inhomogeneity in Tn during September 2010, which was most probably caused by heavy

precipitation event resulted in a mega flood in Pakistan (Houze et al., 2011; Ahmad et al.,
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2012:Hasson—et—al5—20643) followed by similar events duringin 2011 and 2012. Since the
history files were not available, we—wereit was not sure that any statistically found
inhomogeneity only in Tn is real. FhereforeThus, we did not apply any-eerreetioncorrections
to inhomogeneous time series and caution the careful interpretation of results based on such

time-series—them.
4.1 Hydroclimatic trend analysis

We have analyzed trends in minimum, maximum and mean temperatures (Tn, Tx and Tavg,
respectively), diurnal temperature range (DTR —= Tx - Tn), precipitation and discharge on

monthly to annual time scales. For this, the MK test (Mann, 1945; Kendall, 1975) is applied

to assess the existence of a trend while the Theil-Sen (TS - Theil, 1950; Sen, 1968) slope
method is applied to estimate its true slope-ofa-trend—For-sake-ef-intercomparison-between

. The MK is a ranked based method that tests the signifieaneeexistence of an-existinga trend

irrespective of the type of sample data distribution and whether such trend is linear or not
(Yue—-et—al5—2002:—Wu et al., 2008; Tabari-H- and Talaee, 2011). Sueh—+testMK is also
insensitive to the data outliers and missing values (Khattak—et—al5—204+:—Bocchiola and

Diolaiuti, 2013) and less sensitive to the breaks caused by inhomogeneous time series

(Jaagus, 2006). Fhe—nuH—-hypothests—ot—the MK —test—states—that—the—sumple—data{X i =

comparison between low- and high-altitude stations, we have mainly analyzed their

overlapping period of record (1995-2012) but additionally the full period of record (1961-

2012) for the low-altitude stations.
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Trend-perceptive pre-whitening-(FPPW)
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Fo—pre-whiten—the—timeseries;—we—haveThe used am—approach of wven—Stereh—1995)—=as
meehﬁed—by—Zhang et al (2000)4hrs—dppfeaekkﬁeﬁm¥eky—eemp&tes—&eﬁd—aﬁé—Lag—l—au{e—

assumes that the trend can be approximated as linear (Eqn. 61) and the noise, y;, can be

represented as—a pth order auto-regressive process, AR(p) of the signal itself, plus the white
noise, &. Since the partial auto-correlations for lags larger than one are generally found
insignificant (Zhang et al., 2000; Wang and Swail, 2001), considering only lag-1 auto-
regressive processes, r, yieldstransforms Eqn. 61 into Eqn. 2:

Y,=a+pBt+y, (1)

Yi=a+pt+ ¥ +& (82)

TFhe-iterative-pre-whitening procedure-consists-of Then the most accurate magnitudes of lag-1

auto-correlation and trend are iteratively found using the following steps:

1. In first iteration, estimate-ef-lag-1 autocorrelation, r; is computed on the original time
series, Y-

2. Using r; as (Y; —r.Y;_;) /(1 — r), an-intermediately-pre-whitened-intermediate time
series, Y;, is obtained en—which—first-estimate—ofa—and its trend, B; alens—with—its
stgnifieanee-is computed using TS Fhed;1950:Sen;1968)-and MK (Mann—1945;
Kendal,1975)-methods-

3. Fhe-Original time series, Y;; is detrended using S;as (¥, = Y, — B1t3-)

4. In second iteration, mere-aceurate-estimate-of-lag-1 autocorrelation, , is estimated on
detrended time series, ﬁ,—eb%med—ﬁmm—p%e&s—l{epaﬁe&

5. Fhe-Original time series, Y;;is again intermediately—pre-whitened using r, and Y; is
obtained-

6. The-trend-estimateTrend, 3, is then computed on Y; and-the-ericinal timeseries:and Y,
is detrended again, yielding Y-

The proecedure-hassteps have to be reiterated until r is no longer significantly different from
zero or the absolute difference between the estimates of r, obtained from the—two
consecutive iterations becomes less than one percent. If any of the condition is met, let’s
suppose at the iteration n, the estimates from the-previous iteration (i.e. ¥ = 1y,_1, 5 = fn_1)
are taken-asfinal—Usingthesefinal-estimates;used in Eqn. 9-yields3 to obtain a pre-whitened
time series, Y¥; which is—seriallyindependent-and-features the same trend as of the original
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time series, Y; (Zhang et al., 2000; Wang and Swail, 2001).—Einaly—the MK—testisapplied
| b L s V¥ _to identify-exi ‘ L
€t

a-n

£ ande, = 93)

YtW=M= (’i+ﬁt+et,where&=a+(1r'_r)

1-n
4.23 Field significance and physical attribution

Field significance indicates—whenimplies whether two or more stations within a particular

region collectively exhibit a significant trend, irrespective of the significance of their
individual trends (Vogel and Kroll, 1989; Lacombe and McCarteny, 2014). Eor-assessing-The
field significance of lecal-trends;—we have-dividedclimatic variables has been assessed for the
wheletHB—into—further smaler—units/ten sub-regions of the UIB identified based on: 1)
distinct hydrological regimes-identified-within-the UH3;; 2) mountain massifsdivides, and;; 3)
available installed streamflownetweork—hydrometric stations. Further, statistically identified

field significant climatic trends were qualitatively compared to the physically-based evidence

of trend in discharge out of corresponding region, in order to establish more confidence. As

outlet discharges describe the integrated signal of hydrologic change within the basin, testing

their field significance was not required.

continuous discharge only till 1998 where its post-1998 discharge needs to be derived. For

this, Mukhopadhyay and Khan (2014) have estimated the pre-1998 monthly correlation

coefficients between Shigar and its immediate downstream Kachura gauge and applied these

coefficients to the post-1998 Kachura discharge. However, such approach vields merely a

constant fraction of the Kachura discharge;+atherthanthe-derived-Shigar-discharse—On-the

other-hand as the applied coefficients are less likely to remain invariant after 1998, in view of
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the large drainage area of Indus at Kachura (113,000 kmz) and the hydroclimatic changes

expected upstream Shigar gauge. Here, instead of estimating the post-1998 discharge at the
Shigar gauge, we have derived the discharge for the Shigar-region;—eemprising that comprises
the Shigar sub-basin itself plus the adjacent region shown in blank in the-Figure 2. This was
achieved by subtracting the mean-discharge rates of all gauges upstream Shigar gauge from
its immediate downstream gauge of Kachurasaugeat, for each time step of every time scale
analyzed. The procedure assumes that the gauges far from each other have negligible routing

time delay at athe analyzed mean monthly time scale and that such ar-approximation does not

further influence the ascertained trends. Similar methodelogyhasbeen-approach was adopted
to derive disehargedischarges out of identified—ungauged regions;—sueh—as;—Karakoram;

Himalaya,—UIB-Central, UIB-WestUIB-West-lower—and—UIB-West-upper—identified sub-

regions (Table 1).
We have considered the Karakeramresion—as—thecombined drainage area of Hunza—and
Shyok sub-basinsand Shigar-region as UIB-Central and Shigar-region,—which-arenamed-as

constderedthe drainage area of Indus at Kharmong as UIB-East whileShyok—and-Shigar-

region—together—constitute UHB-Central-(Fig. 2). The rest of the UIB is eonsiderednamed as
UIB-West (Fig. 2), which is further divided into upper and lower regions;keepinsin—view

relativelylargenumber-of-stations-andparts due to their distinct hydrological regimes. Such
distinetHere, these regimes have-beenare identified based on the timings of maximum runoff

production from the median hydrographs of each steam—flow—gauginghydrometric station

based-en-maximumrunetf productiontimines.. According to such division, UIB-West-lower
and Gilgit are mainly the snow-fed basins-while Hunza is mainly the glacier-fed basin-(Fig.

3). Since the most of the-Gilgit basin area lies at the Hindukush massifs, we call it Hindukush
region. The combined area of lewerpartof UIB-West-lower and UIB-east is-mainly contains

the northward stepeslopes of the Greater Himalaya, so we call thisregion-asHimalaya:
We—haveanalysed—thefieldsienificancefor-these—regionsit Himalaya. Similarly, drainage

areas of Hunza, Shyok and Shigar-region are named as western, eastern and central

Karakoram, respectively, that eentainatleasttwo-er-morestations—Fo-eliminatecollectively

constitute the effeetKarakoram region.

For assessing the field significance, we have used the method of Yue et al. (2003), which

preserves the cross/spatial correlation amid station-network-on-assessing-the-field signiticane
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constderedthrough resampling the original network using bootstrapping approach (Efron,

1979), in our case 1000 times. The method considers the counts of significant trends as the

representative variables—fertestingthefield-significance—Thismethod. Unlike MK statistics,

S or its regional average (Douglas et al., 2000; Yue and Wang, 2002) ‘counts’ variable

favourably provides a measure of dominant field significant trend when leealboth positive

eountedpresent. The method counts both the number of local significant positive trends and

the number of significant negative trends; separately for each of 1000 resampled network
datasetnetworks using Eqn. 10:

Cr = X1 G (10)

Where n denotes total number of stations within a region and C; denotes a count for
statistically significant trend (at 90% level) at station, i. Then, we-have-obtained-the empirical
cumulative distributions Cr were obtained for both counts of significant positive trends and
counts of significant negative trends, by ranking their—eerrespending 1000 values in an

ascending order using Eqn.11:

r

P(Cr<Cf) =75

11

Where r is the rank of C]f and N denotes the total number of resampled network datasets. We
have estimated the probability of the-rumbercounts of significant positive (negative) trends in
actual network by comparing the number with C¢ for counts of significant positive (negative)

trends obtained from resampled networks (Eqn. 12).

P P,,s < 0.5
PDbS = P(Cf,obs < C;:), where Pf — { obs for obs = (12)

1_PObS forPObS>0'5
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If %epicessﬁren,—Pf < 0.1; is satisfied the trend everfor a region is considered to be field
significant at the-90% level.

and—altitadinal—distribution—We have intentionally avoided the interpolation of data and

results in view of the limitations of the-interpolation techniques in aHKH complex terrain-ef
HKH-region—(Palazzi—et—al;—2013:Hasson—et—al;—2015a).. Large offset of glaciological
reportsestimates from the station-based estimates—ef—precipitation amounts (Hasson et al.,
2014b) further suggests that hydre-chmatie-the hydroclimatic patterns are highly variable in

space and that the interpolation ef-data-will-farther add to uncertainty, resulting in misleading

conclusions.

5 Results

We—present—our—trend—analbysis—Results for the 1995-2012 period are presented in Tabular
Figures 4-5 (and for the-select time-sealesmonths, in Fig. 4) while Tabular Figure 6 presents

results for the 1961-2012 period-in-Fabular Figure-6—The. Field significant trends-in-climatic
variables-and trendsin-discharge fremthetrends of corresponding regions are presentedgiven

in Tabular Figure 7.
5.1 Hydroclimatic trends
Mean maximum temperature

During months of March, May and November, most of the stations suggest mostly

insignificant warming, which in terms of magnitude and significance, dominates during

March and at the low-altitude stations (Tabular Fig. 4 and Fig. 8). EerFx;-wefind-thateertain
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Fabular Fig—In contrast, during the monsoon (July-October) and in February, most of the

stations suggest cooling, which being similar in magnitude amid low- and high-altitude

stations, dominates in September followed by in July in terms of both magnitude and

statistical significance (at 12 and 5 stations, respectively). Moreover, the observed cooling

dominates the observed warming. For the rest of the months, there is a mixed response of

mostly insignificant cooling and warming trends. On a typical seasonal scale, there is a high

agreement on spring warming, summer and autumn cooling but a mixed response for winter

and annual timescales.
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While looking only at long-term trends (Tabular Fig. 6), we note that summer cooling

(warming outside summer) in Tx is less (more) prominent and insignificant (significant) at

statiens-ofrelatively high-dew)-elevation-altitude stations, such as, Skardu, Gupis, Gilgit and

Astore—Bunji-and—Chillas)—The—absence—of a—stronglong-term—winterwarming—eoen

When compared with whatfeundfertrends over the shorter period of 1995-2012-—In+faet,

strong long-term warming is restricted to spring seasenrmonths mainly during March and May
months. Similarly, long-term summer cooling period of June-OeteberSeptember has been
shertenedshifted to July-October.

Mean minimum temperature

The dominant feature of Tn is the—robust—winter—warming—in—Fn—during_November-June
insignificant warming, which isfeund-fer-mest-of-thestations(Fabular Fig—4—and-tie—8>

contrary to warming in Tx, warming-trend-nTn-is observed higher in-magnitude-amongat the
high-altitude stations than amensat the low-altitude stations (Tabular Fig. 4 and Fig. 8).

Oetober—In contrast to August—statiens—shew cooling in Tx, stations suggest a minute and

mostly insignificant warming in Tn. In contrast to mostly insignificant warming-tendeneies;

Fig—8)—Also,—suchcooling features—meore—orlessmonths of July, September and October,

which though similar in magnitude ef-a—trend-amoengamid low- and high-andtew—-altitude

stations, dominates in September followed by in July (significant at 8 and 4 stations,

respectively) as forFx—Stmilarly,—coolingtrends—in—Tn—meostlydeminate-well as over the
general Tn warming-trends-as-r-ease-of, alike Tx.
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On a typical seasonal scale, our results suggest warming during winter and spring—seasess
feature-warmingtrends—whie-, cooling during summer seasen-exhibitcoeling-trend-and-there
isand a mixed response for the autumn season. Warmins—trend—The observed warming
dominates during the-spring-season—Here;—we—emphasize. [t is noted that a clear signal of
significant eeoling-in-September cooling has been lost while-averaging-itintowhen trend has

been assessed on seasonally averaged observations for autumn (combining October and

November months-fer-autumn-seasen:). This is further notable from the annual time scale, on
which a-warming Hend%gene@h#émmna&eé%h&%tsﬁmﬂsﬁealh# trends (significant at fiveS

) dominate instead

of cooling trend-on-annual-timesealets-observedat-Skardustationtrends.

While looking only at low-altitude stations (Tabular Fig. 6), we note that long-term non-
summer warming (summer cooling) in Tn is less (more) prominent and insignificant
(significant) at stations of relatively high—dew)—elevation-altitude, such as, Skardu, Gupis,
Gilgit and Astore-Bunji-and-Chillas)—. The long-term warming of winter months is mostly
absent over the period 1995-2012.

Mean temperature

Trends in Tavg are dominated by trends in Tx during the July-October while—these—are
deminated-period and by Tn; during the rest of year (Tabular Figs. 4-5). Similar to Tx, the

Tavg features a-dominant cooling in September, followed by in July and October (significant

cooling—n—July—at fourl0, 4 and 1 stations—(Dainyor—Naltar,—Chillas—and—Skardu);—in

Chillas—and—Skardw)—and—in—October—only—atSkardu—station—, respectively). In contrast,

warming dominates in March, which is significant at five stations. Additionally, insignificant

warming tendencies observed in May and November are well agreed amid most of the

stations (Tabular Fig. 5-and, F1g 8). h%een#ast—w&l%ebsewed%gmﬁeaﬂkwaﬁmg&t

analysts—on—On a typical seasonal averages—suggests—warming-timescale, the magnitude of

winter and spring seasens—which—is—hicherin—magnitude—as—ecompared—to—the-warming is

observed eeeling—n-higher than that of summer and autumn seasens—Fhis—speeifiefaet-has
fedcooling, leading to a-dominant though mostly insignificant warming &end—by—mes{—ef—the

statten—aton annual &
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timescale. The long-term trends generally suggest cooling tendencies durigfor the JalyJun-

October whileperiod but warming for the rest of year. On a seasonal sealetimescale, low-
altitude stations unanimously exhibitagree on long-term and mostly significant summer

cooling-ever-thelongtermrecord—which-is—moesthysignifieant.. For the annual timescale, a
mixed response is shown-for-othertime-sealesfound.

Diurnal temperature range

Eor-the-DTR;mest-ofthe-stationsshow-its-drop_is generally found narrowing throughout athe
year except during—months—offor March and May, where particularly low-altitude stations

shewsuggest its inerease-mainly-duewidening either owing to higher Tx warming in-Fxthan
inFr-or higher Tn cooling i#-Fa-than-inTx(Tabular Fig. 4-and, Fig. 8). Fwe-stations{Chillas

of-DTR _1n M ollowed hH h 1On
ay wed—bY a a

inter-station agreement, narrowing of DTR is particularly significant BFR—deerease—in

September followed by in February—Sueh—a—trend—is— and associated with the—higher

magnitade-of-cooling in Tx than in Tn+e-g—in-September)—cooling-in-Txbut-warming rTn
of, higher warming in Tn than in Tx e-g—n¥ebruary)-or cooling in Tx but warming in Tn.

Narrowing DTR is more prominent at high-altitude stations and during winter, autumn and
annual timescales. We note that the long-term trends-ef-inereasinge DR throushouta(1961-
2012) yearfrem-round DTR widening observed at low-altitude stations (Tabular Fig. 6) are
arewis mainly restricted to the-pertod-March-May; and withinthe-menths-efMay, and to some

extent, October and December over the period 1995-2012—-Within-therest-of-year, DTRhas

altitude-stations— (Tabular Fig. 4).

Total precipitation
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precipitation trends, which are significant at 7, 5, 2 and 4 stations, respectively (Tabular Fig.

5 and Fig. 8). efSimilarly, significant drying is observed during August and October at three

stations while Rattu station suggests year-round drying except in January and February-where

b&s&eaﬂy—a—ﬁet&al—behaﬂer—ts—ebsewed—Smteﬁs—fe&&Ee—high— High inter-stations agreement

is observed for 4

the-menth-efrising September;—where-such-inerease_and winter precipitation, which is higher

in-magnitude-at high-altitude stations—as-cempared—tothan at low-altitude stations. We-nete
that-Most of the stations within the UIB-West-upper region—(monsoon dominated region)

exhibit an increasing trend. Six stations (Shendure, Yasin, Ziarat, Rattu, Shigar and Chillas
are-stations—teataring-) feature significant inereasingtrend-precipitation increase in either all
or at least #+-one of the monsoon months. Such precise response of irereasingor-deereasing
trend-at-monthly seale-is-wetting and drying has been averaged out on a-seasonal time-seale;
on-which-autumn-and-winterseasons-show-anto annual timescales, suggesting increase whie
(decrease) for autumn and winter (spring and summer—seasens—show—a—deerease—Annual
trends—in-preeipitationshow-) but a mixed response by-reughlyequal- number-of-stationsfor

annual precipitation.

Erem-eur-Comparison of medium-long-term trends at low-altitude stations_(1961-2012) with
their }eﬂg+efm—efe1%ds—€SeeiPableé—ai%d—é9—we—ﬂe{e—fha{—trends over the-recent decades-exhibit
period (1995-2012) suggests that
the long-term spring drying particularly ferof March and April;_months and ef—wetness

paf&eu-l-afl-y;wﬁhm—fhe—memh etting of September —(the last monsoonal—menth-

low-altitudestations—increasing summer precipitation has been changed to decreasing (See

Tables 5 and 6).
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Discharge

3, we clearly show that beth—snow and glacier fed/melt regimes of the UIB can be

differentiated based-en-theirfrom the maximum runoff production &ise-timing based on the

median hydrographs of available gauges. Figure 3 suggests that Indus at Kharmong (Eastern
UIB-East), Gilgit at Gilgit (Hindukush) and Astore at Doyian are-primaribysnowfed-basins;

basins that generally feature their peak runoffs in June/July are primarily snow fed while the

rest that feature peak runoff in August are mainly glacier fed.

Based-oerOver the 1995-2012 period, euvr—trend—analysis—suggests—an—inereasingtrend—{rom
mostof the_ hvdrometrie_stations-durine O N oni in N\ ne
Fabular—Fie—S)—A—discharge inereasechange pattern seems to be more consistent with
tendencies in the-temperature reeerd-than in precipitation record. Ha—eentrast—Most of the
hydrometric stations experience-a—deereasingtrend-offeature increasing discharge during the
menth—ofOctober-June (dominant during May-June) but decreasing discharge during July,
which is statistiealy—significant ewt—effor five high-altitude/latitude glacier-fed sub-regions
(Karakoram, Shigar, Shyok, UIB-Central and Indus at Kachura)regions;), mainly owing to

drop in July temperatures_(Tabular Fig. 5). —Fhese—regions;—showinsstenificant—drop—in

mixed response for August and September months, there—is—a—mixed-respense;—however,
statistieally—significant trends suggest an inerease—nincreasing discharge euwt—effrom two

regions (Hindukush and UIB-West-lower) resions-in August and eut-effrom four sub-regions
(Hindukush, western-Karakoram, UIB-West-lower and UIB-west) regions—durine—in

September. We-note-that-despite-of-the

Despite dominant-eoeling-during September_cooling, discharge drops mainly dreps—during
July, suggesting a—strong—impaetit as month of theeffective cooling-during—suech—-a—month-.

Discharge fremthesehole T nlodecrens oo durinehementhof July—hevreer—smehodeos

day-or-S-day-averages-also decreasing for the whole UIB though such trend is not significant.
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During winter, spring and autumn seasons, discharge at most sites feature increasing trend

while during summer season and on an annual time scale there is a mixed response.

Our-Long-term an discharge is

generally rising from November to May}—ffem—me&t—ef—m%sﬁes#eg&eﬁs (Tabular Fig. 6
Saeh—a—pes&ﬂ%%&e&d—rs—pafﬁea%aﬂ-yu) where such rise is hlgher in magnitude #-May-and
alsemostly significant =
toNovember-Maypertod;in May. There is a mixed ﬁg&ai—ef—ﬂs-mg—&nd—ﬁa-l—}mg—s&e&m—ﬂew
trend—among sites—duringresponse for June-October. Fhe—inereasins—and-deereasing stream

ﬂew—ereﬁds—&t—meﬂt—hiy—m%Conmstently on coarser temporal scale-exhibit-simtarresponse
-, winter discharge features—an

inereasingtrendis rising while a mixed response is observed for therest-efother seasons and
on L lesi I exchibi ced '

annual timescale. While comparing the long-term trends with the—trendsthose assessed frem

recent-two-deeadesover 1995-2012 period, we note smest-prominent shifts in the sign of trends

duringfor the seasonal transitional month of June and within the high flow menthsperiod of
July-September. FhisSuch shifts may attribute to recent higher summer cooling tegether

withaccompanied by the enhanced preeipitation—under—the—influenee—ef—monsoonal

precipitation—reghne—in—recent—deeades.. For instance, long-term trend—suggests—thatjuly
discharge eut-efis rising for eastern-, central- and whole Karakoram, UIB-Central, Indus at

Kachura, Indus at Partab Bridge and Astore but falling for other sub-regions-is—inereasing

. In contrast, trends

over recent two decades s&ggests—ﬂqefeature OPPOSItE i che e s e el
regionssigns, except the—regions—offor Astore, Hindukush,—UIB-West-upper and its sub-

regions— chichesa et hev i en oL ebane e

5.2 Field significance and physical attribution

Based-onnumber-We present the mean of leeal-positive and negative field significant trends;

we-analyze-theirfield significaneefor from each region (if both pesitive-and-negative-trends;
separately—{(TabwlarFig—exisP—Wepresentmean—slope—otthefield sientfieanttrends in
order to present the dominant signal (Tabular Fig. 7). fremtheregion—OurResults show-a

unanimous field significant warming for most of the regions in March followed by in August.

Similarly, we—generallyfind—afield significant deereasing—trenddrying is found in March
preeipitation—over all regions, except Karakoram and UIB-Central—+egions-. Alike local
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trends, we find a—field significant cooling over all regions during—the—months—efin July,

September and October, which on a seasonal sealetimescale, dominates durirgin autumn
seasen-followed by in summer-seaseon—Interestinghy—we. Note that most of the climatic trends
are not field-significant durinefor the transitional (or pre-menseesmonsoonal) period of

April-June.

We feundfind a general trend of narrowing DTR, which is associated with either warming of
Tn against cooling of Tx or relatively lower cooling in Tn than in Tx. Field significant drying
of the lower latitudinal generally snow-fed sub-regions (Astore, Himalaya, UIB-West-lower—

cenerally-snow-fedregions) is also observed particularly during the-peried-March-September,
thus for the-spring and summer and fer+theon annual me-sealetimescale. On the other hand,

ound-an-—inereasine(decreasine)-trend—in-precipitation-durinewetting (drying) of winter

and autumn (spring and summer) seasensis observed for the Hindukush, UIB-West, UIB-
West-upper and whole UIB—while. For the western Karakoram-sueh-inerease—in, increasing
precipitation is observed duringonly for winter-seasen—only. For the whole Karakoram and
UIB-central—regions, field-significant inereasing—trend—inrising precipitation trend is
observedfound throughout a year, except during—thefor spring—seasen where no signal is

evident.

We—havenoted—thatfor—meost—ofthe—regions—theMoreover, field significant eeoling—and
warmingclimatic trends are mostly in geedqualitative agreement agatnstwith the trends in

discharge from the corresponding regions. Such an agreement is high ferduring summer

moenths, particularly for July, and during winter—seasen, for the—menth—ef—March. Few

exceptions to such consistency are the sub-regions of Himalaya, UIB-West and UIB-West-
lower, for which, in spite of the field significant cooling in July, discharge is still features—=a
pesitive—trend-rising. However, we—nete—that—the magnitude of the—inereaserise in July
discharge has substantially dropped when compared to inereases—n—previous (June) and

following (August) months. Such-a substantial drop in July discharge increase rate is again

consistent with the prevatlingfield significant cooling durinein July for the UIB-West and
UIB-West-lower: ions- . : - . C T

Interestingly—we-note-that senerally-magnitude-of. Further, besides substantial cooling during

nates the magnitude of cooling during July while magnitude of (warming
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asatade-ofcoohneand-warminetrends—faet). most prominent trerease—a—discharse—s
observed-inMay-whie-decrease in discharge is observed in July_while its decrease in May,

suggesting them months of effective cooling and warming—and—eoeling, respectively.

Generally, periods of runoff decrease (in a sequence) span from May to September for the
Karakoram, June to September for the UIB-Central, July to August for the western-
Karakoram and UIB-West-upper, July to November for the Astore and only over July for the
Hindukush and UIB-regions—Regions-of. UIB-West-lower and Himalaya suggest decrease in

discharge during months of April and February, respectively.
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6 Discussions
6.1 Cooling trends

OurObserved long-term updated—analysis—suegests—that-summer and autumn (or monsoon)
cooling trends—areis mostly consistent with previeusly—reperted—trendsthe earlier reports for

the study basin (Fowler and Archer, 2005 and 2006; Khattak et al., 201 1);-and-with-reports-of

agfeemem—m{h—repeﬁs—ef Sheikh et al—€L2OO9}—£eFeh%seady—Feg}eﬁ—wh+eh—fs—eeﬂs1s{enﬂy
reported), as well as those, for the neighboring regions, such as, Nepal, Himalayas (Sharma et

al., 2000; Cook et al., 2003), northwest India (Kumar et al., 1994), Tibetan Plateau (Liu and
Chen, 2000), central China (Hu et al., 2003), and central Asia (Briffa et al., 2001)—fer—the

investigated periods—2001).

Mere—impeortanthy;—Over the station-based—coolingtrends—arefound1995-2012 period, field

significant fer—al—identified—sub-regtons—of—+the—UBHB—Ccooling observed mostly in July,
September and Octobers—coinetding for all UIB sub-regions coincides with the menths—of

monsoonal onset and retreat months, and alse—withmost importantly, with the main glacier

melt season, thus anticipated to negatively affect the glacier melt seasen—TFhus—field

stentfieantrunoff. The observed cooling isfurther depictedfrom-the-trends-in-discharge-out-of

eeel—mg—&nd—sabseqﬂeﬂt—ésekmfg%behaﬁem—rs—phenomenon is generally attributed to the
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incursions of the south Asian summer monsoonal system and its precipitation (Cook et al.,

2003) into the Karakoram;—threugh-erossingHimalayas; and inte-the UIB-West region—for
which—Himalayan—barrier—does—not—exist—Such—phenomenen—that presently seems to be
accelerated at-present-under-in view of the observed inereasingtrendincrease in cloud cover,
in-precipitation and number of wet days —partictlarly-over-the BIB-Westregion-(Bocchiola

and Diolaiuti, 2013}—and-subsequentlyintotal amount-of precipitation-durinethe-monsoon

seasen—). Since summer precipitation over the UIB is partly received from the westerly

disturbances (Wake 1987), the observed cooling may also be attributed to the enhanced

Hassenwesterly disturbances during summer months, alike during winter and spring

(Madhura et al., 2015a)—Such-hypothesisfurther needs—a—detaledinvestigation—and—itis
beyond-the-scope-of presentstudy-2015). Nevertheless, inereasinrg-observed increase in cloud

cover-due—to-enhancedinfluence-and frequentincursions—of the monsoona rstem leads to

reduction of incident downward radiations and results in cooling (or less warming) of Tx.
Forsythe et al. (2015) have consistently observed the influence of-the cloud radiative effect
on the near surface air temperature over the UIB. The enhanced cloudy conditions most
probably are mainby-responsible for inittaly-higherinitial warming in Tn through longwave
cloud radiative effect—Given-that, and when such elendy-conditions persist longer in time, Tx

and Tn are-more likely tend to cool. Under the clear sky conditions, cooling in Tx further
continues as a result of evaporative cooling of the moisture-surplus surface under
precipitation event (Wang et al., 2014) or due to irrigation (Kueppers et al., 2007). Han and
Yang (2013) found irrigation expansion over Xinjiang, China as a major cause of observed
cooling in Tavg, Tx and Tn during May-September over the period 1959-2006. Further,
higher Fa-drop in Tn observed over UIB-West-lower regien-during winter menths-eanmay be
attributed to intense aighttimenighttime cooling of the deforested, thus moisture deficit, bare
soil surface, exposed to direct day time solar heating as explained by Yadav et al.

2004)-(2004). The relevance of such hypotheses for the UIB further needs a detailed

investigation of the land-atmosphere processes and feedbacks using high-resolution climate

model simulations with explicitly resolved convections, which is beyond the scope of our

analysis.
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6.2 Warming trends

Long-term warming during November-May is generally found consistent with previeusly
reportedearlier reports of warming-trends (Fowler and Archer, 2005 and 2006; Sheikh et al.,
2009; Khattak et al., 2011; Rio et al., 2013) as well as with decreasing snow cover extent
duaringin spring (1967-2012) inover the Northern Hemisphere and worldwide (IPCC, 2013)
and durirgin winter (2001-2012) over the study region (Hasson et al., 2014b). Hewever;

warminggenerally-dominatesin-springmonths-Consistent with the findings of Sheikh et al.
(2009) and Rio et al. (2013)—Being—consistent—with-recentaceeleration—of global-climatie

warming—is—found), warming dominates in spring months where it is field significant in

March over almost all identified sub-regions of the UIB. Under the drying spring scenario,
less cloudy conditions associated with increasing number of dry days for the westerly
precipitation regime (Hasson et al., 2845a2016a & 2016b) together with the snow-albedo
feedback can partly explain saehspring warming-during—spring—meonths.. Contrary to long-

term warming trends analyzed here or to those previously reported, a field significant cooling

i1s found for winter, which is consistently observed over the eastern United States, southern

Canada and much of the northern Eurasia (Cohen et al., 2012).
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sugeests—Field significant inereasing—trend—inrising precipitation for the sub-regions atof
relatively higher latitudes;—sueh—as— (Hindukush and UIB-Central, and thus, for the UIB-
West-upper, Karakoram and the whole UIB—"Phrs—rs—m—geed—agfeemeﬂt—xmeh—&I&pfejeeeed

may be

attributed to the enhanced sreenhousesas-emissionseenarios{(Hassonetal;2043;,20H4a&

2045a)y-AttheJow-late-monsoonal or westerly precipitation regimes at high-altitude stations;

shifts. Whereas, shift of the long-term trerds—ef—inereasing—summer preeipitation—(June-
August) wetting to drying at the low-altitude stations over the period 1995-2012

indicateindicates a recent transition towards weaker monsoonal influence atlowerlevels:

Shaman-and-Tziperman2005:Syed-et-al-2006)therein.

The field significant trerds-ef-precipitation increase during winter but decrease during spring

season—is—assoeiated—withanticipates certain changes #within the westerly precipitation
regime—underchangingclimate—Ferinstanee;. The field significant spring drying—in—sprine
(except for Karakoram) is mainly consistent with the weakening and northward shift of the
mid-latitude storm track (Bengtsson et al., 2006) and inerease—in—thealso with increasing

number of spring dry days within-springseasontor-the-westerly-preeipitationresgime-(Hasson
et al., 2045a2016a & 2016b). On the other hand, observed erease-n-the-winter precipitation

increase for relatively high latitudinal sub-regions is more consistent with the ebservations—as

wel-as—with—the—future—projeetions—of—observed more frequent incursions of the westerly
disturbances #te-theregion-Ridleyetal2013:therein (Cannon et al., 2015; Madhura et al.,
2015). Nevertheless. in view of mere—frequent—incursions—ofthe—monsoonal-system—and
westerhy—distarbaneces—expeeted—in—thefuturethe enhanced influence of prevailing weather
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systems and certain changes prejected—For—the—eoveral—expected in their

seasonality/intermittency ef-theirprecipitationreghnesby-theunder changing climate medels
(Hasson et al., 2645a)2016a & 2016b), we speculate significant changes in the timings of the

melt water availability from the UlB—are—speeunlated:. Such hypothesis can be tested by

assessing changes in the seasonality of observed precipitation and runoff—based—en

6.4 Water availability

The long-term discharge tendencies are consistent with earlier reports from Khattak et al.
(2011) for Indus at Kachura, and UIB regtens—and from Farhan et al. (2014) for Astore.
Similarly, rising and falling discharge trends from Shyok and Hunza sub-basins, respectively,
are consistent with Mukhopadhyay et al. (2015). The discharge trends from Shigar-region,
though statistically insignificant, are only partially consistent with Mukhopadhyay and Khan
(2014), exhibiting agreement for an increasing trend in June and August but a decreasing

trend in July and September.

We-neteFurther, prominent shifts of the long-term trends of rising melt-season discharge into

falling over the period 1995-2012 for mostly the glacier-fed sub-regions (Indus at Kachura,
Indus at Partab Bridge, Eastern-, Central- and whole-Karakoram and UIB-Central}—Sueh

2042-) may attribute to higher summer cooling together with certain changes in prevailing

precipitation regimes.

Over the 1995-2012 period, significant decreasing stream+tlow-trend in July discharge is most

probably attributed to observed for—mainlythe—slacierfedregions—is—meosthy—signiticantin

Juby—Theugh-July cooling-inJaly-is, which though less prominent than cooling in September,

it-is much effective as it coincides with the main glaeialglacier melt season. SuehA drop in
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July discharge;—ewine—to-deereased-melting,results—+n— further indicates reduced melt water
availability; but at the same time—indicates positive basin storage, in—view—ef—enhaneed

meistare—nput-particularly under prevailing wetter conditions. Similarly, inerease—inrising

discharge during May and June most likely is due to the observed warming, which though
less prominent than warming in March, is much effective since it coincides with the snow
mehsnowmelt season. This suggests an early melt of snow and subsequent increase in the

melt water availability, but concurrently, a lesser amount of snow available for the

subsequent melt season. SuehThese seasonally distinct changes in-snow-melt-and-glacier melt
regimes-are-mainly-dueto-emphasize on the nonunitorm-climatie changes-on-asub-seasenal
seale—Thisfurtheremphasizes—on—-a-separate assessment—of-changes—inbethassessments of

snow and glacier melt regimes, for which an adequate choice is the hydrological models-that,

which are able to distinethrindependently simulate snow and glacier melt processes-
Nevertheless;, e.g. University of British Columbia (UBC) watershed model. Based on the

UBC model, Hasson et al. (2016¢) has recently confirmed our findings that the continuation

of prevailing early-melt season warming will vield an increased and early snowmelt runoff,

but in stark contrast, mid-to-late melt season cooling will result in a decreased and delayed

glacier melt runoff in near future. Such changes in both snow and glacier melt regimes all

together can result in a sophisticated alteration of the hydrological regimes of the UIB,

requiring—eertain—chanse—inand subsequently, the eperating—eurvetimings of the Farbela
reservoir-infutaredownstream water availability.

FheAlthough discharge change pattern seems to be more consistent with the field significant
temperature trends-taos—cithprecipiniontrendh - Thipelnbtothe ot tha theopooshepe
mehineproeesses—are-the-, indicating cryospheric melt as a dominating factor in determining
the UIB discharge variability-ef-therivers-discharge-inthe-stadyregion—Howeverchangesin
precipitation—regime, it can stil—influeneealso be substantially the—melt—processes—and
subsequent—meltwater—avatability-influenced by changes in the precipitation regimes. For

instance, menseenmonsoonal offshoots intruding into the study region ironically result in

declining river discharge (Archer, 2004);—since—erossing—the—Himalaya—such—mensoonal

Wake1989: Bohner;2006):). In thateasesfact, high albedo of fresh snow and-eloudsfirsthy

redueereduces the incident energy due—to-hich—albedo-that results in immediate drop in the
melt. SeeendlyThe fresh snow_also insulates the underlying glacier/ice, slowing down the

whole melt process till earlier albedo rates are achieved. Thus, melting of spew—and
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| slaeierscryosphere and subsequent everal—meltwaterwater availability is_also inversely

correlated to the number of snowfall events/days during the melt season (Wendler and

Weller, 1974; Ohlendorf et al., 1997).

In view of the sparse observational network-ef-meteerological-observations analyzed here, we

need to clarify that the observed cooling and warming is only an aspect of the wide spread
changes prevailing over the wide-extent UIB basin. This is much relevant for the UIB-Central
region-where we have only one station each from the eastern- and central-Karakoram (UIB-
Central);) that is not exclusively representative of theirthe hydro-climatic state- of

corresponding sub-region. Thus, field significant results for the whole Karakoram region-are

mainly dominated by the contribution of relatively large number of stations withinfrom the

western-Karakoram. Nevertheless, glaciological-studies,—repertingreports of increasing end-

of-summer snow covers and supperting—theKarakeramanomalyfalling regional snow line
altitudes (Minora et al., 2013; Hasson et al., 2014b; Tahir et al., 2016), increasing or stable

glacial extents (Hewitt, 2005; Scherler et al., 2011; Bhambri et al., 2013); Minora et al.,
2013). and possibly a non-negative glaciers’ mass balance efthe—abeded—gclaeters—within

eastern- and central-Karakoram (Gardelle et al., 2013 - contrary at shorter period — Kéib et

al., 2015), furtherlocal climate change narratives (Gioli et al., 2013) and overall simulated

reduced near-future water availability for the UIB (Hasson et al., 2016c¢), reinforce our

presented findings.

We find a common response of hydroclimatic changes deminates—at—present—atteast

gqualitativeh~—FHurthermeore,—elmatiefrom a certain set of months, which are different than

those (DJF, MAM., JJA, SON) typically considered for winter, spring, summer and autumn

seasons, respectively. This emphasizes on analyzing the hydroclimatic observations on higher

temporal resolution to robustly assess the delicate signals of change-signal-ebserved—within

o o de (MR A - H op—e
a H v a

It is to mention that the hydro-climatic regime of the UIB is substantially controlled by the

interaction of large scale circulation modes and their associated precipitation regimes, which
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are in turn controlled by the global indices, such as, NAO and ENSO etc. TheHowever, time

period covered by our presented analysis is not long enough to disintegrate saehthe natural
variability signals from the transient climate change. SuehThese phenomena need to be better

investigated based-apenover the longer peried-ef-and spatially complete observational record

for, thus preferably including the extensive database of validated proxy observations since the

challenges of short and sparse robust in-depth-understandingof-the-present-variability-inthe
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We present a first comprehensive and systematic hydroclimatic trend analysis for the UIB

based on ten stream flow, six low-altitude manual and 12 high-altitude automatic weather

stations. Results suggest general narrowing of DTR throughout the year except for March and

May, which is significant in September followed by in February. Such year-round narrowing

of DTR is further found field significant for almost all sub-regions, and is mainly associated

with either higher cooling in Tx than in Tn or cooling in TX but warming in Tn.

Cooling at most of the stations is observed during the monsoon and the main glacier melt

season (July-October), which is significant in September followed by in July. Further, locally
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observed cooling is found field significant for almost all sub-regions in July, September and

October, and on a seasonal timescale, for autumn and summer. In contrast, well agreed local

warming though mostly insignificantly observed in March, May and November is field

significant in March for most of the sub-regions. For precipitation, March, spring and

summer feature field significant drying for all the sub-regions except those within the

karakoram while winter, autumn and September mostly feature wetting of high (drying of

low) altitudinal sub-regions. Change pattern in discharge out of corresponding sub-regions

seems more consistent with the field significant tendencies in temperature than in

precipitation, where discharge is either falling or weakly rising (rising) in response to cooling

(warming), particularly in the month of July (May). These findings though constrained by

short and sparse observational dataset suggest distinct changes for the snow and glacier melt

seasons, indicating at present strengthening of the nival but suppression of the glacial melt

regime, altering the overall hydrology of the UIB. The presented findings largely contribute

to the ongoing research on understanding the melt runoff dynamics within the UIB and in

addressing the hydroclimatic explanation of the ‘Karakoram Anomaly’.

Acknowledgement: The authors acknowledge the Water and Power Development Authority
(WAPDA), Pakistan and_the Pakistan Meteorological Department (PMD) for providing the
hydroclimatic data. S. Hasson and J. Bohner acknowledge the support of BMBF, Germany'’s
Bundle Project CLASH/Climate variability and landscape dynamics in Southeast-Tibet and the
eastern Himalaya during the Late Holocene reconstructed from tree rings, soils and climate
modeling. Authors also acknowledge the support from CliSAP/Cluster of excellence in the
Integrated Climate System Analysis and Prediction.

References

Ahmad, Z., Hafeez, M., Ahmad, I.: Hydrology of mountainous areas in the upper Indus
Basin, Northern Pakistan with the perspective of climate change, Environmental
Monitoring and Assessment, 184, 9, pp 5255-5274, 2012.

Ali, G., Hasson, S., and Khan, A. M.: Climate Change: Implications and Adaptation of
Water Resources in Pakistan, GCISC-RR-13, Global Change Impact Studies Centre
(GCISC), Islamabad, Pakistan, 2009.

Archer, D. R. and Fowler, H. J.: Spatial and temporal variations in precipitation in the
Upper Indus Basin, global teleconnections and hydrological implications, Hydrol. Earth
Syst. Sci., 8, 47-61, doi:10.5194/hess-8-47-2004, 2004.

46



1207
1208

1209
1210

1211
1212
1213
1214
1215
1216
1217
1218
1219
1220
1221
1222
1223
1224

1225
1226

1227
1228

1229
1230
1231

1232
1233

1234
1235

1236
1237
1238

1239
1240
1241

1242
1243
1244
1245

1246
1247
1248

Archer, D. R.: Contrasting hydrological regimes in the upper Indus Basin, J. Hydrol., 274,
19-210, 2003.

Archer, D. R.: Hydrological implications of spatial and altitudinal variation in
temperature in the Upper Indus Basin. Nord. Hydrol, 35 (3), 209-222, 2004.

Arendt, A., A. Bliss, T. Bolch, J.G. Cogley, A.S. Gardner, J.-O. Hagen, R. Hock, M.
Huss, G. Kaser, C. Kienholz, W.T. Pfeffer, G. Moholdt, F. Paul, V. Radi¢, L. Andreassen,
S. Bajracharya, N.E. Barrand, M. Beedle, E. Berthier, R. Bhambri, I. Brown, E. Burgess,
D. Burgess, F. Cawkwell, T. Chinn, L. Copland, B. Davies, H. De Angelis, E. Dolgova,
L. Earl, K. Filbert, R. Forester, A.G. Fountain, H. Frey, B. Giffen, N. Glasser, W.Q. Guo,
S. Gurney, W. Hagg, D. Hall, U.K. Haritashya, G. Hartmann, C. Helm, S. Herreid, L.
Howat, G. Kapustin, T. Khromova, M. Konig, J. Kohler, D. Kriegel, S. Kutuzov, I.
Lavrentiev, R. LeBris, S.Y. Liu, J. Lund, W. Manley, R. Marti, C. Mayer, E.S. Miles, X.
Li, B. Menounos, A. Mercer, N. Molg, P. Mool, G. Nosenko, A. Negrete, T. Nuimura, C.
Nuth, R. Pettersson, A. Racoviteanu, R. Ranzi, P. Rastner, F. Rau, B. Raup, J. Rich, H.
Rott, A. Sakai, C. Schneider, Y. Seliverstov, M. Sharp, O. Sigurdsson, C. Stokes, R.G.
Way, R. Wheate, S. Winsvold, G. Wolken, F. Wyatt, N. Zheltyhina, 2015, Randolph
Glacier Inventory — A Dataset of Global Glacier Outlines: Version 5.0. Global Land Ice
Measurements from Space, Boulder Colorado, USA. Digital Media. 2015.

Batura Investigations Group: The Batura Glacier in the Karakoram Mountains and its
variations, Scientia Sinica, 22, 958-974, 1979.

Bengtsson, L., Hodges, I. K., and Roeckner, E.: Storm tracks and climate change, J.
Climate, 19, 3518-3542, 2006.

Bhambri, R., Bolch, T., Kawishwar, P., Dobhal, D. P., Srivastava, D., and Pratap, B.:
Heterogeneity in glacier response in the upper Shyok valley, northeast Karakoram, The
Cryosphere, 7, 1385-1398, doi:10.5194/tc-7-1385-2013, 2013.

Bocchiola, D., and Diolaiuti, G.: Recent (1980-2009) evidence of climate change in the
upper Karakoram, Pakistan, Theor Appl Climatol, 113:611-641, 2013.

Briffa, K. R., T. J. Osborn, F. H. Schweingruber, 1. C. Harris, P. D. Jones, S. G. Shiyatov,
and E. A. Vaganov,: Low frequency temperature variations from northern tree ring
density network. J. Geophys. Res., 106, 2929-2941, 2001.

Brown, E.T., R. Bendick, D.L. Bourles, V. Gaur, P. Molnar, G.M. Raisbeck, F. Yiou
Early Holocene climate recorded in geomorphological features in Western Tibet
Palaecogeogr. Palaeoclimatol. Palaeoecol., 199 (1-2) (2003), pp. 141-151
http://dx.doi.org/10.1016/S0031-0182(03)00501-7

Cannon, F., Carvalho, L. M. V., Jones, C., and Bookhagen, B.: Multi-annual variations in
winter westerly disturbance activity affecting the Himalaya, Clim Dyn, 44:441-455,
2015. DOI 10.1007/s00382-014-2248-8

47



1249
1250

1251
1252
1253

1254
1255

1256
1257

1258
1259

1260
1261
1262
1263

1264
1265
1266

1267
1268
1269
1270

1271
1272
1273

1274
1275

1276
1277
1278
1279

1280
1281
1282

1283
1284
1285

Cohen, J. L., Furtado, J. C., Barlow, M. A., Alexeev V. A., and Cherry, J. E.: Arctic
warming, increasing snow cover and widespread boreal winter cooling, Environ. Res.
Lett. 7014007 (8pp), 2012.

Cook, E. R., Krusic, P. J. and Jones, P. D.: Dendroclimatic signals in long tree-ring
chronologies from the Himalayas of Nepal. Int. J. Climatol., 23, 707-732, 2003.

Douglas EM, Vogel RM, Kroll CN. Trends in floods and low flows in the United States:
impact of spatial correlation. Journal of Hydrology 240: 90-105, 2000.
Efron, B., Bootstrap methods: another look at the jackknife. Ann. Stat. 7 (1), 1-26, 1979.

" o N cand R D Reoions o world: Recant tamne
e 4 A ; A W :

Farhan, S. B., Zhang, Y., Ma, Y., Guo, Y. and Ma, N.: Hydrological regimes under the
conjunction of westerly and monsoon climates: a case investigation in the Astore Basin,
Northwestern Himalaya, Climate Dynamics, DOI: 10.1007/s00382-014-2409-9, 2014.

Forsythe, N., —H.J- S —AKS C.G ,

FEeorsythe; N--Hardy, A. J., Fowler, H. J., Blenkinsop, S., Kilsby, C. G., Archer, D. R., and
Hashmi, M. Z.: A Detailed Cloud Fraction Climatology of the Upper Indus Basin and Its
Implications for Near-Surface Air Temperature. J. Climate, 28, 3537-3556, 2015.

Fowler, H. J. and Archer, D. R.: Conflicting Signals of Climatic Change in the Upper
Indus Basin, J. Climate, 9, 4276-4293, 2006.

Fowler, H. J. and Archer, D. R.: Hydro-climatological variability in the Upper Indus
Basin and implications for water resources, Regional Hydrological Impacts of Climatic
Change — Impact Assessment and Decision Making (Proceedings of symposium S6,
Seventh IAHS Scientific Assembly at Foz do Iguacu, Brazil, [AHS Publ., 295, 2005.

Gardelle, J., Berthier, E., Arnaud, Y., and Kééb, A.: Region—wide glacier mass balances
over the Pamir-Karakoram-Himalaya during 1999-2011, The Cryosphere, 7, 12631286,
doi:10.5194/tc-7-1263-2013, 2013.

Gioli, G., Khan, T., and Scheffran, J.: Climatic and environmental change in the
Karakoram: making sense of community perceptions and adaptation strategies. Regional
Environmental Change, 14, 1151-1162, 2013

48



1286
1287
1288

1289
1290
1291
1292

1293
1294
1295

1296
1297
1298
1299

1300
1301
1302

1303
1304
1305
1306
1307
1308

1309
1310
1311

1312
1313
1314

1315
1316

1317
1318
1319

1320
1321

1322
1323
1324

Han, S., and Yang, Z.: Cooling effect of agricultural irrigation over Xinjiang, Northwest
China from 1959 to 2006, Environ. Res. Lett. 8 024039 doi:10.1088/1748-
9326/8/2/024039, 2013.

Hasson, S.,

Hassen—S—-Lucarini, V., Pascale, S., and Bohner, J.: Seasonality of the hydrological cycle
in major South and Southeast Asian river basins as simulated by PCMDI/CMIP3
experiments, Earth Syst. Dynam., 5, 67-87, doi:10.5194/esd-5-67-2014, 2014a.

Hassen; S., Lucarini, V., Khan, M. R., Petitta, M., Bolch, T., and Gioli, G.: Early 21st
century snow cover state over the western river basins of the Indus River system, Hydrol.
Earth Syst. Sci., 18, 4077-4100, doi:10.5194/hess-18-4077-2014, 2014b.

1994-Hasson, S=.; Pascale, S.; Lucarini, V.; Bohner, J.: Seasonals—andPaseale—S=
Hydrolosieal cycle of precipitation over major river basins in South and Southeast Asian

HeenAsiar A—bver—H—Malm—3 s Linesr—trend—anabyebe—a—comparisen_review of

methods:the CMIPS5 climate models data for present climate and future climate

projections. Atmos-Enviren35:52H-5222-200+. Res., 180, 42-63, 2016a.

Hasson, S., Seasonality of Precipitation over Himalayan Watersheds in CORDEX South
Asia and their Driving CMIP5 Experiments, Atmosphere, 7(10), 123, 2016b.
doi:10.3390/atmos7100123

Hasson, S.: Future Water Availability from Hindukush-Karakoram-Himalaya upper Indus
Basin under Conflicting Climate Change Scenarios. Climate. 26;4(3):40, 2016c.

Hasson, S., Gerlitz, L., Scholten, T., Schickhoff, U., and Bohner, J.: “Recent Climate
Change over High Asia”, In Climate Change, Glacier Response, and Vegetation
Dynamics in the Himalavya, pp. 29-48. Springer International Publishing, 2016d.

Hewitt, K. The Karakoram anomaly? Glacier expansion and the °‘elevation effect’,
Karakoram Himalaya. Mt. Res. Dev. 25, 332-340, 2005.

Hewitt, K.: Glacier change, concentration, and elevation effects in the Karakoram
Himalaya, Upper Indus Basin, Mt. Res. Dev., 31, 188-200, doi:10.1659/MRD-
JOURNAL-D-11-00020.1, 2011.

49



1325
1326
1327

1328
1329
1330

1331
1332

1333
1334

1335
1336
1337
1338

1339
1340
1341

1342
1343
1344
1345
1346

1347
1348
1349

1350
1351

1352
1353
1354

1355
1356
1357
1358

1359
1360

Houze, R. A., Rasmussen, K. L., Medina, S., Brodzik, S. R., and Romatschke, U.:
Anomalous Atmospheric Events Leading to the Summer 2010 Floods in Pakistan, B. Am.
Meteorol. Soc., 92, 291-298, 2011.

Hu, Z. Z., Yang, S., and Wu, R. G.: Long-term climate variations in China and global
warming signals. J. Geophys. Res.,108, 4614, doi:10.1029/2003JD003651, 2003.

Huntinoton— K - Panocono: o e 1n-the he N1 e ¥a Vi
t — d —d d a d a d ad

Immerzeel, W.W., Droogers, P., de Jong, S. M., and Bierkens, M. F. P.: Large-scale
monitoring of snow cover and runoff simulation in Himalayan river basins using remote
sensing, Remote Sens. Environ., 113, 40-49, 2009.

IPCC, 2013: Climate Change 2013: The Physical Science Basis. Contribution ofWorking
Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate
Change, edited by: Stocker, T. F., Qin, D., Plattner, G.-K., Tignor, M., Allen, S. K.,
Boschung, J., Nauels, A., Xia, Y., Bex, V., and Midgley, P. M., Cambridge University
Press, Cambridge, United Kingdom and New York, NY, USA, 1535 pp., 2013.

Jaagus, J.: Climatic changes in Estonia during the second half of the 20th century in

relationship with changes in large-scale atmospheric circulation. Theor Appl Climatol
83:77-88, 2006.

Kiidb, A., Treichler, D., Nuth, C., and Berthier, E.: Brief Communication: Contending
estimates of 2003-2008 glacier mass balance over the Pamir—Karakoram—Himalaya, The
Cryosphere, 9, 557-564, doi:10.5194/tc-9-557-2015, 2015.

Kendall, M. G.: Rank Correlation Methods. Griffin, London, UK, 1975.

Khattak, M. S., Babel, M. S., and Sharif, M.: Hydrometeorological trends in the upper
Indus River Basin in Pakistan, Clim. Res., 46, 103—119, doi:10.3354/cr00957, 2011.

50



1361
1362
1363

1364
1365
1366

1367
1368
1369

1370
1371

1372
1373
1374

1375
1376
1377

1378
1379

1380
1381

1382
1383
1384

1385

1386
1387
1388
1389
1390
1391

1392
1393

1394
1395
1396

1397
1398
1399

Klein Tank, AMG, Zwiers, FW, Zhang, X.: Guidelines on analysis of extremes in a
changing climate in support of informed decisions for adaptation (WCDMP-72, WMO-
TD/No.1500), WMO Publications Board, Geneva, Switzerland, 56 pp, 2009.

Kueppers, L. M., M. A. Snyder, and L. C. Sloan, Irrigation cooling effect: Regional
climate forcing by land-use change, Geophys. Res. Lett, 34, 103703,
doi:10.1029/2006GL028679. 2007.

Kulkarni, A. and von Storch, H.: Monte Carlo experiments on the effect of serial
correlation on the Mann—Kendall test of trend. Meteorologische Zeitschrift 4(2): 82-85,
1995.

Kumar, K. R., Kumar, K. K.and Pant, G. B.: Diurnal asymmetry of surface temperature
trends over India. Geophys. Res. Lett., 21, 677-680. 1994.

Lacombe, G., and McCartney, M.: Uncovering consistencies in Indian rainfall trends
observed over the last half century, Climatic Change, 123:287-299, 2014.

Liu, X., and Chen, B.: Climatic warming in the Tibetan Plateau during recent decades.
Int. J. Climatol., 20, 1729-1742, 2000.

Madhura, R. K., Krishnan, R., Revadekar, J. V., Mujumdar, M., Goswami, B. N.:
Changes in western disturbances over the Western Himalayas in a warming environment,
Clim Dyn, 44:1157-1168, 2015.

Mann, H. B.: Nonparametric tests against trend, Econometrica 13, 245-259, 1945.

MRI (Mountain Research Initiative) EDW (Elevation Dependent Warming) Working
Group: Pepin N, Bradley RS, Diaz HF, Baraer M, Caceres EB, Forsythe N, Fowler H,
Greenwood G, Hashmi MZ, Liu XD, Miller JR, Ning L, Ohmura A, Palazzi E, Rangwala
I, Schoner W, Severskiy I, Shahgedanova M, Wang MB, Williamson SN, Yang DQ.:
Elevation-dependent warming in mountain regions of the world. Nature Climate
Change:5, DOI:10.1038/NCLIMATE2563, 2015.

Mukhopadhyay, B., and Khan, A.: Rising river flows and glacial mass balance in central
Karakoram, Journal of Hydrology, 513, 26 Pages 192-203, 2014.

Mukhopadhyay, B., and Khan, A.: A reevaluation of the snowmelt and glacial melt in
river flows within Upper Indus Basin and its significance in a changing climate, J.
Hydrol., 119-132, 2015.

51



1400

1401
1402

1403
1404 |
1405

1406
1407
1408

1409
1410
1411
1412
1413

1414
1415

1416
1417

1418
1419
1420
1421
1422

1423
1424
1425

1426
1427
1428

1429
1430

1431
1432
1433

Ohlendorf, C., Niessenn, F., Weissert, H.:Glacial Varve thickness and 127 years of
instrumental climate data: a comparison. Clim. Chang, 36:391-411, 1997.

Palazzi, E., von Hardenberg, J., Provenzale, A.: Precipitation in the Hindu-Kush
Karakoram Himalaya: Observations and future scenarios. J] Geophys Res Atmos 118:85-f,
100, DOI 10.1029/2012JD018697, 2013.

Revadekar, J. V., Hameed, S., Collins, D., Manton, M., Sheikh, M., Borgaonkar, H. P.,
Kothawale, D. R., Adnan, M., Ahmed, A. U., Ashraf, J.,, Baidya, S., Islam, N.,
Jayasinghearachchi, D., Manzoor, N., Premalal, K. H. M. S. and Shreshta, M. L, Impact
of altitude and latitude on changes in temperature extremes over South Asia during 1971—
2000. Int. J. Climatol., 33: 199-209. doi: 10.1002/joc.3418. 2013.

Rio, S. D., Igbal, M. A., Cano-Ortiz, A., Herrero, L., Hassan, A. and Penas, A.: Recent
mean temperature trends in Pakistan and links with teleconnection patterns. Int. J.
Climatol., 33: 277-290. doi: 10.1002/joc.3423, 2013

Rivard, C. and Vigneault, H.: Trend detection in hydrological series: when series are
negatively correlated, Hydrol. Process. 23, 2737-2743, 2009.

52



1434
1435
1436

1437
1438

1439
1440
1441

1442
1443

1444
1445
1446

1447
1448
1449

1450
1451
1452

1453
1454
1455

1456
1457

1458
1459
1460
1461
1462
1463
1464

1465
1466

1467
1468

1469
1470
1471

Scherler, D., Bookhagen, B., Strecker, M. R.: Spatially variable response of Himalayan
glaciers to climate change affected by debris cover. Nat. Geosci. 4, Nature Geoscience 4,
156-159, doi:10.1038/ngeo1068, 2011.

Sen, P. K.: Estimates of the regression coefficient based on Kendall’s tau. J. Am. Statist.
Assoc. 63, 1379-1389, 1968.

Sharma, K. P., Moore, B.and Vorosmarty, C. J.: Anthropogenic, climatic and hydrologic
trends in the Kosi basin, Himalaya. Climatic Change, 47, 141-165, 2000.

Sheikh, M. M., Manzoor, N., Adnan, M., Ashraf, J., and Khan, A. M.: Climate Profile
and Past Climate Changes in Pakistan, GCISC-RR-01, Global Change Impact Studies
Centre (GCISC), Islamabad, Pakistan, ISBN: 978-969-9395-04-8, 2009.

SIHP: Snow and Ice Hydrology, Pakistan Phase-II Final Report to CIDA, IDRC File No.
88-8009-00 International Development Research Centre, Ottawa, Ontario, Canada, KIG
3H9, Report No. IDRC.54, 1997.

Syed, F. S., Giorgi, F., Pal, J. S., and King, M. P.: Effect of remote forcing on the winter
precipitation of central southwest Asia Part 1: Observations, Theor. Appl. Climatol., 86,
147-160, doi:10.1007/s00704-005-0217-1, 2006.

Tabari, H., and Talaece, P. H.: Recent trends of mean maximum and minimum air
temperatures in the western half of Iran, Meteorol. Atmos. Phys.,111:121-131, 2011.

Tahir, A.A.; Adamowski, J.F.; Chevallier, P.; Haq, A.U.; Terzago, S. Comparative
assessment of spatiotemporal snow cover changes and hydrological behavior of the
Gilgit, Astore and Hunza River basins (Hindukush-Karakoram-Himalaya region,

Paklstan) Meteorol. Atrnos —Impaet—ef—ehma{%eh&ﬁg%eﬂ—eh%sﬁe&weev%md—g}aﬁe&

Dam}—llak}sﬁm—UNP«LERéH:PkPAQNIHlELLIER—Q.—ZQHPhys 20 1 6l
doi:10.1007/s00703-016-0440-6.

Theil, H.: A rank-invariant method of linear and polynomial regression analysis, I, II, III.
Nederl. Akad. Wetensch, Proc. 53, 386-392, 512-525, 1397-1412, Amsterdam, 1950.

53



1472
1473

1474
1475
1476

1477
1478
1479

1480
1481

1482
1483
1484
1485

1486
1487
1488

1489
1490
1491

1492
1493
1494

1495
1496
1497

1498
1499
1500

1501
1502

1503
1504

1505
1506

1507
1508
1509

1510
1511

Vogel, RM., and Kroll, C.N.: Low-flow frequency analysis using probability plot
correlation coefficients, J. Water Res. Plann. Mgmt, 115 (3) (1989), pp. 338-357, 1989.

Von Storch, H.: Misuses of statistical analysis in climate research. In Analysis of Climate
Variability: Applications of Statistical Techniques, von Storch H, Navarra A (eds).
Springer-Verlag: Berlin; 11-26, 1995.

Wake, C. P.: Glaciochemical investigations as a tool to determine the spatial variation of
snow accumulation in the Central Karakoram, Northern Pakistan, Ann. Glaciol., 13, 279—
284, 1989.

Wake, C. P.: Snow accumulation studies in the central Karakoram, Proc. Eastern Snow
Conf. 44th Annual Meeting Fredericton, Canada, 19-33, 1987.

Wang XL, Feng Y.: RHtestsV3 user manual, report, 26 pp, Clim. Res. Div., Atmos. Sci.
and Technol. Dir., Sci. and Technol. Branch, Environ. Canada, Gatineau, Quebec,
Canada. Available at http://etccdi.pacificclimate.org/software.shtml, (last access: 15
November 2014), 2009.

Wang, F., Zhang, C., Peng, Y. and Zhou, H.: Diurnal temperature range variation and its
causes in a semiarid region from 1957 to 2006. Int. J. Climatol., 34: 343-354. doi:
10.1002/joc.3690, 2014.

Wang, X. L. and Swail, V. R.: Changes of Extreme Wave Heights in Northern
Hemisphere Oceans and Related Atmospheric Circulation Regimes, J. Clim., 14, 2204-
2221, 2001.

Wang, X. L.: Penalized maximal F-test for detecting undocumented mean shifts without
trend-change. J. Atmos. Oceanic Tech., 25 (No. 3), 368-384.
DOI:10.1175/2007JTECHA982.426081, 2008.

Wendler, G. and Weller, G.: ‘A Heat-Balance Study on McCall Glacier, Brooks Range,
Alaska: A Contribution to the International Hydrological Decade’, J. Glaciol. 13, 13-26.
1974.

Winiger, M., Gumpert, M., and Yamout, H.: Karakorum—Hindukush—western Himalaya:
assessing high-altitude water resources, Hydrol. Process., 19, 2329-2338,
doi:10.1002/hyp.5887, 2005.

Wu, H., Soh, L-K., Samal, A., Chen, X-H: Trend Analysis of Streamflow Drought Events
n Nebraska, Water Resour. Manage., DOI 10.1007/s11269-006-9148-6, 2008.

Yadav, R. R., Park, W.-K_, Singh, J. and Dubey, B.: Do the western Himalayas defy
global warming? Geophys. Res. Lett., 31, L17201, doi:10.1029/2004GL020201. 2004.

Yue, S. and Wang, C. Y.: Regional streamflow trend detection with consideration of both
temporal and spatial correlation. Int. J. Climatol., 22: 933-946. doi: 10.1002/joc.781.
2002.

Yue, S., Pilon, P., Phinney, B. and Cavadias, G.: The influence of autocorrelation on the
ability to detect trend in hydrological series, Hydrol. Process. 16, 1807-1829, 2002.

54



1512
1513
1514

1515
1516
1517

1518
1519

Yue, S., Pilon, P., Phinney, B.: Canadian streamflow trend detection: impacts of serial
and cross-correlation, Hydrological Sciences Journal, 48:1, 51-63, DOL:
10.1623/hysj.48.1.51.43478, 2003.

Zhai, P. Zhang, X., Wan, H., and Pan, X.: Trends in Total Precipitation and Frequency of
Daily Precipitation Extremes over China. J. Climate, 18, 1096-1108, 2005. doi:
http://dx.doi.org/10.1175/JCLI-3318.1

Zhang, X., Vincent, L. A., Hogg, W.D. and Niitsoo, A.: Temperature and precipitation
trends in Canada during the 20th century, Atmosphere-Ocean, 38:3, 395-429, 2000.

55



1520
1521
1522

Table 1: Characteristics of the gauged and derived regions of UIB. Note: *Including nearby Skardu and Gilgit stations for the Karakoram and
Deosai station for the UIB-Central regions. Derived gauge-timestime series are limited to a common length of time-series-of-the-employed
gaugesused gauges’ record, thus their statistics.

S. Watershed/  Designated Expression Designated Name Area Glacier % % of Elevation Mean % of UIB  No of
No. Tributary Discharge sites  for deriving of the Region (km?) Cover Glacier UIB Range (m) Discharge Discharge Met
approximated (km?) Cover  Glacier (m’s™) Stations
Discharge Aboded
1 Indus Kharmong UIB-East 69,355 2,643 4 14 2250-7027 451 18.8 1
2 Shyok Yogo Eastqr n- 33,041 7,783 24 42 2389-7673 360 15.0 1
3 Shigar Shigar Central-Karakoram 6,990 2,107 30 11 2189-8448 206 8.6 1
4 Indus Kachura Indus at Kachura 113,035 12,397 11 68 2149-8448 1078 44.8
5 Hunza Dainyor Bridge Western- 13,734 3,815 28 21 1420-7809 328 13.6
6 Gilgit Gilgit Hindukush 12,078 818 7 4 1481-7134 289 12.0
7 Gilgit Alam Bridge UIB-West-upper 27,035 4,676 21 25 1265-7809 631 27.0
8 Indus Partab Bridge Indus at Partab 143,130 17,543 12 96 1246-8448 1788 743
9  Astore Doyian Astore at Doyian 3,903 527 14 3 1504-8069 139 58 3
| 10 UIB Besham Qila UIB 163,528 18;34619,370 H12 100 569-8448 2405 100.0 18
11 4-2-1 Shigar-region 305 12.7
12 2+3+5 Karakoram 53,765 13,705 25 75 1420-8448 894 372 *8
13 2+ 11+5 derived Karakoram 993 413
14 4-1 UIB-Central 43,680 9,890 23 54 2189-8448 627 26.1 *4
15 10-4 UIB-West 50,500 5,817 13 32 569-7809 1327 55.2 14
16 10-4-7 UIB-West-lower 23,422 1,130 7 6 569-8069 696 28.9
17 1+16 Himalaya 92,777 3,773 5 20 569-8069 1147 47.7
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1532

Table 2: -List-of Meteorological stations and their attributes. Inhomogeneity is found only in
Tn over full period of record. Note: (*) representrepresents inhomogeneity feronly over the
1995-2012 period-esnly.

S. Station Name Period Period Agency  Latitude Longitude  Altitude Inhomogeneity at
No. From To (degrees) (degrees)E Meter
Fongitude atitude asl(meters)
1 Chillas 01/01/1962 12/31/2012  PMD 3542 74.10 1251 2009/03
2 Bunji 01/01/1961 12/31/2012  PMD 35.67 74.63 1372 1977/11
3 Skardu 01/01/1961 12/31/2012  PMD 35.30 75.68 2210
4 Astore 01/01/1962 12/31/2012  PMD 35.37 74.90 2168 1981/08
5 Gilgit 01/01/1960 12/31/2012  PMD 35.92 74.33 1460 2003/10*
6 Gupis 01/01/1961 12/31/2010  PMD 36.17 73.40 2156 1988/12
1996/07*

7 Khunjrab 01/01/1995 12/31/2012 WAPDA 36.84 75.42 4440
8 Naltar 01/01/1995 12/31/2012 WAPDA  36.17 74.18 2898 2010/09*

Ramma 01/01/1995  09/30/2012  WAPDA 3536 74.81 3179
10 Rattu 03/29/1995  03/16/2012  WAPDA 35.15 74.80 2718
11 Hushe 01/01/1995 12/31/2012  WAPDA 35.42 76.37 3075
12 Ushkore 01/01/1995 12/31/2012 WAPDA  36.05 73.39 3051
13 Yasin 01/01/1995 10/06/2010  WAPDA 36.40 73.50 3280
14 Ziarat 01/01/1995 12/31/2012 WAPDA  36.77 74.46 3020
15  Dainyor 01/15/1997  07/31/2012  WAPDA 3593 74.37 1479
16  Shendoor 01/01/1995 12/28/2012  WAPDA  36.09 72.55 3712
17 Deosai 08/17/1998 12/31/2011 WAPDA  35.09 75.54 4149
18  Shigar 08/27/1996 12/31/2012 WAPDA  35.63 75.53 2367

Table 3. List—ef—SWHP

WAPDA stream flow gauging—stationsgauges given in athe
downstream order along with their characteristics and periodtheir periods of record

wsedanalyzed. *Gauge is not operational after 2001.

S. Gauged  Discharge Period Period Degree Degree Height
No. River Gauging Site  From To Latitude Longitude (meters)
1 Indus Kharmong May-82 Dec-11 34933333393  76.216666721 2542
2 Shyok Yogo Jan-74 Dec-11 35483333318  76.4060000010 2469
3 Shigar Shigar* Jan-85 Dec-98  35.333333333  75.750000075 2438
& 2001
4 Indus Kachura Jan-70  Dec-11  35.450000045  75.416666741 2341
5 Hunza Dainyor Jan-66 Dec-11 35.927777892 74.376388937 1370
6 Gilgit Gilgit Jan-70  Dec-11 35926388992  74.306944430 1430
7 Gilgit Alam Bridge Jan-74  Dec-12 35767500076  74.597222259 1280
8 Indus Partab Bridge Jan-62 Dec-07 35.730555673 74.622222262 1250
9 Astore Doyian Jan-74 Aug-11 35.545000054 74 764166770 1583
10 UIB Besham Qila Jan-69  Dec-12 34924166792  72.881944488 580
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1549 | Figure 3: Long-term median hydrograph for ten keysaugingstations—gauges separating the
1550 | sub-basins of the UIB havingfeaturing either mainly snow-fed (shewsn—in color) or matnby
1551 | glacier-fed hydrological regimes (shewn-in grey-shadesgreyscale).
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Tabular Figure 4: Trend for Tx, Tn and DTR in °C 3 ~(per unit time) at monthly to annual
time—sealetimescales over the period 1995-2012. Note: meteorological-stations are erdered

fremgiven in top to bottom as—hichesttotowestaltitude while—hydrometric—stations—as
upstream-to-dewnstream-order. Slopes significant at 90% level are given in bold-whie-at-95%

are-given—in-beld-and-Italie-. Color scale is distinct for each time-seale—wheretimescale. Blue
(red) refers to decreasing (increasing—deereasing) trend.

Variable Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIJFMAM JJA SON Ann.
i Khunrab 001 -001) 0.0 003 012 -001 -0.09 006 -016 001 012 007 005 007 005 004 004
Deosai 002 -005 007 -001 006 001/ -019 -001 000 002 006 005 008 006 003 002] 0.06
Shendure| -0.17 -0.09 001 -003 -0.06 -0.10 -0.13 -0.07 -0.22 -0.06 0.04 -0.11  -0.08 -0.060Md -0.05 -0.05
Yasin 000 -003/ 0.3 -002 010 003 -0.16 -0.08- 012 -002 010 003 008 -006 -0.01 0.05
Rama  -0.06 -007 002 0.1 014 004 -011 -0.09 010 001 000 -0.04 -0.04 -0.07 -0.071:0:08|
Hushe  -0.05 -001 009 000/ 017 -006 -0.09 002 -0.20 -0.09 001 003 002 003 -0.02 -0.03 -0.03
Ushkore -0.04 -0.02 010 003025 -0.01 012 -0.06 -0.22 -005 0.06 -0.01 002 008 -005 -0.02 -0.01
Ziarat 000 -0.01 012 002 043 009 -0.11 -003 -0.21 -004 009 004 006 006 -002 -0.04 001
Naltar ~ -0.04 -0.04 010 -0.03 010 003 -012 -0.03 -0.19 003 -001 001 -0.02 007 -003 -0.05 0.00

Rattu | -0.16 -0.10 004 -0.03 011 014 -0.06 -0.05 -0.17 -023 0.04 -0.15 -0.03 -0.03[%0l07|
Shigar  -0.04 -0.08 -0.02 -0.088088 -015 -0.08 003 -0.01 -009 011 001 -0.02 -0.02 -0.02
Skardu | 010 008 012 004 004 -0.08 -0.10 006 -0:23 -010 -0.04 -0.05 -0.02 0.3 -0.02
Astore 009 0.00 003/708 006 -005 -0.03 -0.15 011 005 0.04 o.os. 001 -0.05 0.02
Gupis -0.05 0.03 041/ 020 001 -009 -013 -009 012 012 003 011 003 0.03 1007
Dainyor -0.04 -0.08 002 015 -019 -0.18 001 -015 -0.04 0.0 -0.07 -0.06 014 <008 -0.01 -0.02
Gilgit 009 -007 012 003 015 002 -0.15 -0.08/°0:31] -0.07 007 -0.05 -0.04 006 -0.05 -0.08 -0.05
Buniji 009 -0.08 013 004 011 007 -001 004 -0.22 -012 001 -0.08 000/ 011 002|007 -0.02
Chilas 009 -003/ 0.16 001 013 001 -0.15 -0.06 -0.24 000 003 -0.06 -0.05 008 -0.07 -0.05 -0.06

Tn Khunrab o.1s-ﬁ 0.03[7018 002 004 000 001 005027 o.10l@24 o008 -001 0.06-
Deosai 002 0.09 000 001 000 003 -0.02 -008 003 009 000 006 010 -002 0.05
Shendure 004 -0.03 010 006 005 000 -0.06 000 -0.10 -001 0.0 008 009 007 -003 001 0.05
Yasin 009 007 012 002 010 001 -0.11 -0.05/-0.22 010 004 -0.08 006 0.1 -004 0.0310:08
Rama  -008 0.0 005 002 006 001 000 001 -009 000 011 007 -002 003 003 002 002
Hushe 000 0.4 008 002/ 014 -004 -0.08 004 -0.09 -004 004 001 006 006 -001 001 001
Ushkore -0.06 005 008 009 013 000 -0.04 -002/-0.16 -009 008 001 000 008 001 -0.01 0.0

Ziarat 012001231 011 004 004 004 -0.08 001 -0.10 -001 009 0097 007 o000 0017006
Naltar ~ -0.01 008 010 002 -0.01 -0.03 -0.10 -0.01 -0.07 000 -0.03 0.00 -0.07 010 -003 -0.01 0.04
Rattu ~ -0.05 0.0 -0.08 -0.02 006 005 -0.07 001 -012 -002 007 001 004 -003 001 -0.08 -0.04

Shigar 003 002 -001 -0.03[:021 -009 -0.07 005 007 -011 005 004 001 -0.02 -006 -0.01 0.01
Skardu  -0.03 0.08 -0.02 -002 -007 -0.11 -0.15 -0.08 -0.10 -0.12 -0.14 -0.11[JEGW8 -0.01] -0.12
Astore 001 009 005 003 -002 002 -0.07 001 -0.10 -005 005 -0.08 006 0.1 -001 -0.03 -0.02

Gupis | -015 -0.03[0:9 011 009 003 -004 004 -007 -0.03 -0.12 -0.14 -011 0.4 -004 009 001
Dainyor | -0.13 001 0.13 001 011 -0.04/-0.17 0.03 -0.06 -002 -0.06 -0.05 001 007 -0.03 -0.04 0.01
Gilgit 003 010 006 004 004 005 -0.01N026MM0%B6 005 009 -001 008 0.07 006

Buniji 001 003 005 003 002 004 -001 017 001 003 013 000 002 005 006 004 0.03

Chilas  -0.09/-0.18' 001 -0.07 002 -005 -0.11 -0.08[%0121 0.10 0.00 -0.06 E0H8| -0.05 -0.07 -0.11 0107

DTR  Khunrab = -0.10 [H0I251EGI80] “0:19/0124] -0.08 -0.13 -0.11 -0.11 -004 -0.03

Deosai |~ 007 -0.09 001 011 -0.05 005/ 016081 001 002 -0.01
Shendure -0.06 -0.09 -0.26 -0.29 -0.17 -0.08 -0.03 -0.05 -0.09 -0.07 -0.05
Yasin 013 -0.23 -005 -0.15 -0.12 -0.20 -0.13 -0.11 -0.22 [*0:58] -0.24
Rama  -005 -0.16 -0.04 -0.11 -0.04 -0.02 -0.15 -0.13 -0.27 -0.20 -0.08
Hushe  -0.08 -0.17 -0.01 -0.05 -0.02 000 -0.03 -0.02 -0.07 000 -0.03
Ushkore 000 -0.06 -0.02 -0.08 -0.01 -0.05 -0.01 -0.02 -0.08 -001 -0.02

Ziarat -0.09 -0.26 002 -0.02 001 -0.01 -0.05 -0.01 -0.10 -0.03 -0.03
Naltar -0.06 -0.15 002 -0.06 0.06 -0.02 -0.02 -0.02 -0.09 -0.03 -0.03
Rattu -0.10 -0.16 -0.04 -0.10 0.02 -0.04 -0.09 -0.11 -0.18 -0.16 -0.18

Shigar | 008 0.00 -005 000 001 003 -0.03 -0.01 -0.07 001 0.08
Skardu  -0.04 -0.14 006 001703 006 -0.01 -002 -0.21 004 003/ 014 -007 007 -001 -0.01 0.0
Astore  -0.02 -0.13/ 03| 000 005 000 -0.03 -007 -0.08 003 -0.03 0.04 -009 006 -002 -0.05 -0.01
Gupis 004 000/ 015 -001 010 -001 -0.03 -0.10 -0.050/16110/16" 0:15Ma%3] 0.07 -0.06/ 0.09"70:69
Dainyor -0.05 -009 006 -011 -021 -0.19 -0.11 -0.07 -0.10 -044 -0.01 -0.07 -0.09 -0.07-“
Gilgit 013 -0.19 005 -0.02. 010 -013 -0.27 -0.26 [E0M8Z -0.18 -0.09 -0.02 -0.11 -0.03 -0.15
Buniji -0.04 -0.14 005 003 004 -001 -0.03 -0.04 -0.27 -003 -0.16 -0.10 -0.07 006 -0.01 -0.14 -0.05
__ chias | 007 00908 011 013 003 -004 004 000 008 001 004 00O o002 002 002

62



1563

1564

Variable Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIFMAM JJA SON Ann

Tx Khunjrab 001 -0.01) 010 003 012 -001 -009 006 -016 001 012 007 005 007 -005 004 004
Deosai 002 -0.05 007 -001 006 001 -0.19 -0.01 000 002 006 005 008 006 003 002 0.06
Shendur{ -0.17 -009 001 -0.03 -006 -0.10 -0.13 -0.07 -022 -0.06 0.04 -0.11| -0.08 -0.06¥0HA| -0.05 -0.05
Yasin 000 -0.03/ 013 -002/ 010 003 -0.16 -0.08- 012 -0.02 -0.10 0.03 008 -006 -0.01/ 0.05
Rama  -006 -0.07 002 -011 0.4 004 -011 -0.09 010 001 000 -0.04 -0.04 -0.07 -0.07 15008
Hushe  -0.05 -0.01 009 000 017 -006 -009 002 -020 -009 001 003 002 003 -0.02 -0.03 -0.03
Ushkore -0.04 -0.02 010 003028 -0.01 -012 -0.06 -022 -005 006 -001 002 008 -0.05 -0.02 -0.01
Ziarat 000 -0.01 012 -0.02/ 043 009 -0.11 -003 -021 -0.04 009 004 006 006 -0.02 -004 0.01
Naltar 004 -0.04 010 -003 010 003 -012 -0.03 -019 003 -0.01 001 -0.02 007 -0.03 -0.05 0.00
Rattu | 016 -0.10 004 -003 011 014 -006 -0.05 -0.17 023 0.04 -0.15 -0.03 001 -0.03%007
Shigar  -004 -008 -002 -0.08[#088 -0.15 -0.08 003 -001 -0.09 011 001 -0.02 -0.02 -0.02
Skardu | 010 008 012 004 004 -008 -010 006/ 023 -0.10 -0.04 -0.05 -0.02 0.3 -0.07 -0.02
Astore | 009 0.00 0.03/70:18 006 -005 -0.03 -015 -0.11 0.05 004 o.os- -0.01 -0.05 0.02
Gupis  -005 0.3 011/ 020 001 -009 -013 -0.09 042 0.2 003 0.1 003 0.03007
Dainyor -0.04 -0.08 002/ 045 019 -018 001 -015 -0.04 0.10 -0.07 -0.06 0.14 008 -0.01 -0.02
Gilgit 009 -007 012 003/ 045 002 -015 -008/ %031 -0.07 007 -005 -0.04 0.06 -0.05 -0.08 -0.05
Bunji 009 -008 013 004 011 007 -0.01 004 -022 -012 -001 -0.08 0.00 011 002 -007 -0.02
Chilas = 009 -0.03| 0.6 001 013 001 -015 -0.06 -024 000 003 -006 -0.05 008 -007 -0.05 -0.06

Tn Khunrab 0.15-ﬁ 003708 002 -004 000 001 0057047 o1002d 008 -0.01 o.oe-
Deosai  0.02 0.09 000 001 000 003 -002 -008 003 009 000 006 010 -002 005
Shendurc 004 -003 010 006 005 000 -0.06 000 -010 -0.01 0.0 008 009 007 -0.03 001 0.05
Yasin 009 007 012 002 010 001 -011 -005/ 021 010 004 -008 006 011 -0.04 0.03/10:08|
Rama  -008 010 005 002 006 001 000 001 -009 000 011 007 -0.02 003 003 002 0.02
Hushe 000/ 014 008 002 014 -004 -008 004 -009 -004 004 001 006 006 -001 001 0.01
Ushkore -0.06 005 008 009 013 000 -004 -0.02| -016 -009 008 001 000 008 001 -0.01 0.00
Ziarat 0121023 011 004 004 004 -008 001 -010 -0.01 009 009[6E# 007 000 0.01]7006
Naltar ~ -001 008 010 002 -0.01 -0.03 -010 -0.01 -007 0.00 -0.03 000 -0.07 0.0 -0.03 -0.01 0.04
Rattu ~ -005 010 -008 -002 006 005 -007 001 -012 -002 007 001 004 -003 001 -0.08 -0.04
Shigar 003 002 -001 -0.03[%0:21 -009 -0.07 005 007 -011 005 004 001 -0.02 -0.06 -0.01 0.1
Skardu  -003 008 -002 -0.02 -007 -011 -015 -008 -010 -0.12 -0.14 -0.11[JEGHE -0.01| -0.12[0iiEIEGIo8]
Astore 001 009 005 003 -002 002 -0.07 001 -010 -0.05 005 -0.08 0.06 041 -0.01 -0.03 -0.02
Gupis | -0.15 -0.03[10:28 011 009 003 -0.04 004 -007 -0.03 -0.12 -0.14 -0.11 014 -0.04 -0.09 0.01
Dainyor = 013 001 013 001 011 -0.04] -047 0.3 -006 -002 -0.06 -005 001 007 -0.03 -0.04 0.1
Gilgit 003 010 006 004 004 005 -0.01 005 009 -001/ 008 007 0.06 OSNG0S
Bunji 001 003 005 003 002 004 -0.01] 047 001 003 043 000 002 005 006 004 0.3
Chilas | -0.09/ %018 001 -007 002 -005 -011 -0.08[%021 -0.10 000 -0.06[J08 -0.05 -0.07/ -0.11

DTR  Khunrab -0.10 5025686 0.190%0124] -0.08 -013 -011 -011 -0.04 -0.03 -0.05 -0.04
Deosai = 007 -0.09 001 0.1 -0.05 0.05 001 002 -001 003 001
Shendurc -006 -0.09 -026 -0.29 -0.17 -008 -0.03 -0.05 -009 -0.07 -0.05 -0.24 -0.12 -0.10
Yasin  -0.13 -023 -005 -015 -0.12 -020 -0.13 -0.11 -022[7058 -0.24 -0.19 -0.08 -0.07 -0.14 012
Rama  -005 -0.16 -0.04 -0.11 -0.04 -0.02 -0.15 -0.13 -027 -020 -0.08 -007 -0.09 -0.07 -0.07 -0.13 -0.08
Hushe  -0.08 -0.17 -0.01 -005 -0.02 000 -003 -0.02 -007 000 -0.03 -001 -0.10 -0.01 -0.02 -0.03 -0.04
Ushkore 000 -0.06 -0.02 -008 -0.01 -0.05 -001 -0.02 -008 -0.01 -0.02 -003 -0.03 -0.02 -0.03 -0.03 -0.03
Ziarat  -009 -026 002 -0.02 001 -001 -0.05 -0.01 -010 -0.03 -0.03 -012| -0.13 0.03 -0.02 -005 -0.06
Naltar ~ -0.06 -0.15 002 -006 006 -0.02 -002 -0.02 -009 -003 -0.03 -013 -0.08 000 -0.01 -0.06 -0.05
Rattu  -0.10 -0.16 -0.04 -0.10 002 -0.04 -009 -011 -018 -0.16 -0.18 -0.15 -0.12 -001 -0.04 -0.10 -0.05
Shigar | 008 000 -005 000 001 003 -0.03 -001 -007 001 008 007 007 003 -0.06 0.00 -0.07
Skardu  -004 -014 006 001[7043 006 -0.01 -002 -021 004 003 014 -0.07 007 -0.01 -001 0.0
Astore  -002 -0.13) 043 000 005 000 -0.03 -0.07 -008 003 -0.03 004 -0.09 006 -0.02 -005 -0.01
Gupis 004 000/ 015 -0.01/ 010 -001 -0.03 -0.10 -0.05 0.07 -0.06/ 0.09" 0.09
Dainyor -005 -0.09 006 -0.11 -021 -019 -0.11 -0.07 -0.10 -0.44 -0.01 -0.07 -0.09 -0.07-“
Gilgit  -013 -019 005 -002/ 010 -013 -027 -0.26[8087 -0.18 -0.09 -0.02 -0.11 -0.03| -0.15
Bunji 004 -014 005 003 004 -001 -003 -0.04 -027 -0.03 -0.16 -0.10 -0.07 006 -0.01 -0.14 -0.05
Chilas | 007 009l0B3 011 043 003 -004 004 000 008 001 004/ 7050M0HA o002 002 002
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Tabular Figure 5: Same as iFabl%Tabular Figure 4-but-trend. Here, slopes are-for Tavein-"C
yf’—ﬁer—te%al—P are in mm ylc -and for mean-Q in m’s *ﬂ*—@@leﬁseal&ls—dis{met—ﬁer—eaeh—mﬂe

seale-where'. Hydrometric gauges are given in the downstream order. Blue, yellow and

orange (red, green and cyan) colors refer to deerease-(inereasey-decreasing (increasing) trends

in Tavg, P and Q, respectively.

Variable  Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIF MAM JA SON Ann.

Tavg Khunrab 013 009 013 005 000 -006 006 -013 0051027 010M0M5El 009 -003 006
Deosai 006 001 0.15| 000 007 001 -007 003 -005 002 008 001/ 0.100 006 003 004
Shendure -005 -005 005 002 002 -005 -010 -0.05 -0.15 -004 006 -0.03 001 -004 -005 -002 001
Yasin 002 001/ 043 001 006 004 -019 -0070%0:27] 011 o001 -008 o004 00E8 -005 0.02 JGGE
Rama 012 002 005 -006 007 001 -003 -0.03 -0.49 -009 005 002 002 000 000 -001/ -0.04
Hushe 003 005 006 002/ 014 -005 -007 002 -013 -007 003 004 001 006 -001 000 -0.01
Ushkore 007 000 008 00508024 000 -0.03 -003 -0.17 -009 006 001 004 009 -001 -002 001
Ziarat 004011 010 000 009 006 -009 -003 -0.15 -003 009 003 008 007 -002 0001005
Naltar 003 001 008 -005 -011 -007 -0.12 -0.06 -0.17 000 -003 001508 007 -004 -0.04 001
Rattu 011 -001 -005 -004 009 010 -004 000 -0.18 -007 004 010 -0.06 003 000 -0.05[ 15005
Shigar 005 -002 000 -006[¥080] 013 -013 004 004 -014 007 003 001 -004 =007 -0.01 0.0
Skardu 002/ 041 007 001 002 -010 -0.15 004 -0.17 -0.11 -0.06 -0.07
Astore 010 003 012 0017043 003 -005 000 -0.14 -0.09 003 -0.01 O 2003 001
Gupis -0.08 -o.os- 009 013 000 -005 -005 -008 006 004 -0.07 0.02 002 -001/ 003
Dainyor -0.06 -0.02 -0.01 008 -0.15 002 -011 -004 004 -0.09 -0.05 004 004 0.00
Gilgit 002 001 011 003 006 004 -006 005 -009 0.00 0.08 005 003 008 -002 000 003
Bunji 006 -0.02 006 002 005 002 000 009 -0.07 003 006 -0.06 003 008 006 000 001
Chilas 002014 006 -002[0:46 -0.03 012 007/ 019 -007 001 -0.06[:0.09 0.03 -0.06  -0.08 0107

P Khunrab 3.64 259 221 -155 -147 010 035 080 182 -1.04 093 234 88 -909 -174 165 6.14
Deosai 007 128 -1.42 066 -127 -089 -040 -100 -077 -042 -081 032 140 -450 000 -199 -7.87
Shendure 1.54 275 135 213 060 212 1.83 1.38 145 124 140 120 571 450 4.82 3.58
Yasin 133 1.86 059 025 122 -050 145 002 092 -021 006 274 609 060 132 026 11.70
Rama 077 000 -650 -8.55 -4.52 -2.16 -2.35 -1.89 -1.44 -2.05 -374 203 700 -25.44 -8.41 -14.60 -43.92
Hushe 065 024 -123 030 -197 -121 -171 -060 073 -064 011 072 3.47 -451 -428 070 -554
Ushkore 056 -0.59 -2.33 -102 -197 -093 000 -009 101 -0.61 -048 009 -013 -457 -154 -042 -3.83
Ziarat 091 -056 -4.18 5.28 -1.83 025 -067 -018 1.20 -058 -043 061 -359 -9.10 -171 -021 -16.32
Naltar 3758 449 036 275 217 043 -233 132 -036 -070 135 839 -099 242 -0.28
Rattu 1.36 213 008 036 026 053 0.91 075 0.95 0.84 0.69 153 443 123 181 236 1064
Shigar -024 -089 -107 -262 205 -033 175 080 240 113 018 149 -167 -8.36 078 3.08 -7.04
Skardu 064 162 060 019 -0.74 -047 -007 -044 046 000 000 020 041 089 -126 049 129
Astore 000 041 012 -1.41 -048 -016 -008 -029 057 000 000 029 150 -1.36 -163 034 -0.16
Gupis 065 0.97 0.81 038 -006 -133 -1.07 -049 006 035 026 0.89 281 029 -3.49 043 446
Dainyor 021 042 051 055 067 1.24 091 -071 -039 000 000 000 1.68 1.81 309 -034 669
Gilgit 098 045 -1.94 -134 -157 -073 029 -399 032 000 000 030 000 -9.39 -9.60 -092 -20.31
Bunji 001 010 -1.06 -2.34 017 020 -034 -022 056 -001 000 011 -047 -268 -051 006 009
Chilas 000 013 -014 -156 016 029 -051 013 137 -010 000 007 022 -081 -080 186 053

Q UIB-East -0.80 000 004 011 -419 200 -165 670 -474 -545 -2.46 -1.37 -0.75 -2.64 -2.62 -0.86 -173
Eastern-Karakoram ~ 0.06 0.08 -0.10 0.00 1.96 0.96 -22.97 0.92 -8.84 -1.06 050 -0.09 029 0.67 030 -441 -0.95
Central-Karakoram ~ 0.96 1.28 156 -0.84 3.74 -8.94 -37.93 -9.08 -598 071 250 276 113 113 -2161 110 -156
Kachura 033 139 1.06 -0.33 -2.08-22.50 -50.04 -16.74 -4.25 -2.18 0.59 2.64 0.46 -0.81 -18.90 -2.63 -4.97
UIB-Central 219 1.81 202 -0.84 6.89-18.08 -43.79 -20.20 -4.88 1.05 4.38 234 200 179 -1834 201 -2.47
Western-Karakoram 1.0 1.00 150 2.00 0.59 12.09 -4.53 -4.09 6.40 3.50 3.82 2.03 1.88 100 -164 543 250
Karakoram 1.88 2.00 1.33 1.00 -5.82 -7.80[ 6497 -37.17 -9.48 0.60 897 597 1.65 0.1 -2443 564 -3.90
Hindukush 087 026 015 127 205 3.49 -661 14.02 7.03 217 182 106 075 1.00 3.94 444 4.00
UIB-WU 124 1.02 139 2.38 16.85 1238 -25.48 -1550 -1.28 0.69 098 0.52 055 776 -3.68 045 -1.25
Astore 005 000 022 050 7.65 426 -3.01 500 -1.00 -1.11 -0.67 0.00 0.00 220 1.97 -0.89 2.16
Partab_Bridge 1.00 -0.13 3.60 8.80[163122/-34.86 —39.86- 29.65 0.69 8.89 15.12 8.40] 36.29 9.81
UIB-WL 1.88 041 6.39 -0.52 41.58/59.50 28.19 3099 16.18 5.17 233 192 19.90 16.02
UIB-WL-Partab -3.00 080 -4.38 -0.82[J8789) 51.53 9.00 17.67 2.71-12.24 1.40 -6.00 -3.74 28.32 -3.00
UIB_West 245 137 543 242 61.35 5489 021 4293 2824 13.68 587 138 200 23.43 44.18 17.71
Himalaya 0.30 -0.32 4.10 091 43.99/6223 1243083188 2243 9.97 232 023 117 26.64/57.88 7.75
uIB 1.82 5.09 537 -2.50 11.35 14.67/-46.60 41.71 3522 10.17 529 0.75 1.91 1572 -1.40 19.35 4.25
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Variable Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIF MAM JJA SON Ann.
Tavg Khunjrab 013 009 013 00500049 000 -0.06 006 -013 005 0.10 003 -003 006
Deosai 006 001/ 045 000 007 001 -007 003 -005 002 008 001) 040 006 003 004
Shendure 005 005 005 002 002 -005 -010 -005 -0.45 -004 006 -003 001 -004 -005 -002 001
Yasin 002 001 043 001 006 004, 019 -00700%027 011 001 -008 00408 -005 o0.02NGIEI
Rama 042 002 005 006 007 001 -003 -003 -049 -009 005 002 002 000 000 -0.01 -004
Hushe 003 005 006 002 014 -005 -007 002 -043 -007 003 004 001 006 -001 000 -001
Ushkore 007 000 008 00508028 000 -003 -003 -047 -009 006 001 004 009 -001 -002 001
Ziarat 004 041 010 000 009 006 -009 -003 -0.45 -003 009 003/ 008 007 -002 000/ 7005
Naltar 003 001 008 -005 011 -007 -012 -006 -0.47 000 -003 001 007 -004 -004 001
Rattu 0.1 001 -005 004 009 010 -004 000 -0.18 -007 004 -0.10 -006 003 000 -0.05/1005
Shigar 005 002 000 -006[8080 0.13 -013 004 004 -014 007 007 001 000
Skardu 002/ 041 007 001 002 010 -015 004/ 047 -041 -0.06 -0
Astore 010 003 042 001[7043 003 -005 000 -014 -009 003 -0 002 003 001
Gupis -0.08 -o,oe. 009 043 000 -0.05 -005 -008 006 004 -007 002 001/ 003
Dainyor -0.06 -0.02 001048 -008 -0.45 002 -011 -004 004 -0.09 004 004 000
Gilgit 002 001 041 003 006 004 -006 005 -009 000 008 005 003 008 -002 000 003
Bunji 006 002 006 002 005 002 000 009 -007 003 006 -006 003 008 006 000 001
Chilas 002 014 006 -0.02 003 012 007 049 -007 001 -006/-009 003 -0.06 -0.08-
P Khunrab 364 259 -221 -155 -147 010 035 080 182 -104 093 234 886 909 -174 165 614
Deosai 007 128 -142 066 -127 -089 -040 -1.00 -0.77 -042 081 -032 140 -450 000 -199 -7.87
Shendure 154 275 135 213 060 212 183 138 145 124 140 120 571 450 482 358
Yasin 133 186 059 025 122 050 145 002 092 -021 006 274 609 060 132 026 1170
Rama 077 000 -650 -855 -452 -2.16 -235 -189 -144 -205 374 -203 700 -2544 -8.41 -14.60 -43.92
Hushe 065 024 -123 030 -197 -121 -171 -060 073 -064 011 072 347 -451 -428 070 -554
Ushkore 056 -059 -233 -102 -197 -093 000 -009 101 -061 048 009 -013 -457 -154 042 -383
Ziarat 091 056 418 528 -183 025 -067 -0.18 120 -058 -043 -061 -359 910 -171 021 -1632
Naltar 375 449 036 275 217 043 233 132 -036 070 135[OME 839 099 242 -028
Rattu 136 243 008 036 026 053 091 075 095 084 069 153 443 123 181 236 1064
Shigar 024 089 -107 262 205 033 175 080 240 113 018 149 -167 -836 078 308 -7.04
Skardu 064 162 060 019 -074 -047 -007 -044 046 000 000 020 041 089 -126 049 129
Astore 000 041 012 -141 -048 -0.16 -008 -029 057 000 000 029 150 -136 -163 034 -016
Gupis 065 097 081 038 -006 -133 -107 -049 006 035 026 089 281 029 -349 043 446
Dainyor 021 042 051 055 067 124 091 071 -0.39 000 000 000 168 181 309 -034 669
Gilgit 098 045 -194 -134 -157 073 029 -399 032 000 000 030 000 -939 -9.60 -092 -2031
Bunji 001 -0.10 -106 234 017 020 -034 -022 056 -001 000 011 -047 -268 -051 006 009
Chilas 000 013 -014 -156 016 029 -051 013 137 -010 000 007 022 -081 -080 186 053
Q UIB-East -0.80 000 0.04 011 -419 200 -165 670 -474 -5.45 -2.46 -137 -0.75 -264 -262 -0.86 -173
Eastern-Karakoram 0.06 0.08 -0.10 0.00 1.96 0.96 -22.97 0.92 -8.84 -1.06 0.0 -0.09 029 067 030 -441 -0.95
Central-Karakoram 096 128 1.56 -0.84 3.74 -8.94 -37.93 -9.08 -598 071 250 276 113 1.13-21.61 110 -1.56
Kachura 033 139 1.06 -0.33 -2.08-22.50 -50.04 -16.74 -4.25 -2.18 0.59 2.64 046 -0.81-1890 -2.63 -4.97
UIB-Central 219 181 202 -0.84 6.89-18.08 -43.79 -20.20 -4.88 105 438 2.34 200 179-1834 201 -247
Western-Karakoran 1.0 1.00 1.50 2.00 059 12.09 -453 -409 6.40 350 3.82 203 188 100 -1.64 543 250
Karakoram 1.88 200 133 100 -5.82 -7.80[647 -37.17 -9.48 0.60 897 597 165 0.11-2443 564 -3.90
Hindukush 0.87 026 015 127 205 349 -661 14.02 7.03 217 182 106 075 100 394 444 400
UIB-WU 124 1.02 139 2.38 16.85 12.38 -25.48 -15.50 -1.28 0.69 0.98 0.52 0.55 7.76 -3.68 045 -1.25
Astore 0.05 000 022 050 7.65 426 -3.01 500 -1.00 -1.11 -0.67 0.00 000 220 197 -0.89 216
Partab_Bridge 1.00 -0.13 3.60 8800163122 -34.86 -39.86 2965 0.69 8891512 840/ 3629 9.81
UIB-WL 1.88 041 639 -0.52 4158 5950 28.19 30.99 16.18 517 233 192 19.90 16.02
UIB-WL-Partab -3.00 0.80 -4.38 -0.82 5153 9.00 17.67 2.71-12.24 1.40 -6.00 -3.74 28.32 -3.00:
UIB_West 245 137 543 242 5489 0.21 42.93 28.24 13.68 587 138 2.00 2343 4418 17.71
Himalaya 030 -0.32 410 091/ 43.99 124308383 243 997 232 023 117 26.64.5088 7.75
B 1.82 5.09 537 -250 1135 14.67 46,60 4171 3522 10.17 529 075 191 1572 -1.40 1935
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Tabular Figure 6:

gwen—m—Tabl%}&ndé}—fer—Long -term trends ( 1961 2012) in Tx Tn Tavg, DTR and P
Grainfalb-at monthly to annual timne-sealesinrespeetivetimescales. The units as-per-and color

scale are described in the Tabular Figures 4 and 5.

Variable Stations

Jan

Tx Skardu
Astore 0.02 0.01
Gupis 0.02 0.02 0.03
Gilgit 0.04 0.03 0.04
Bunji 0.02 0.01 0.04
Chilas -0.01 -0.01 0.03
Tn Skardu 0.00 0.02 0.00
Astore 0.02 0.01 0.03
Gupis -0.04 -0.02 -0.01
Gilgit 0.00. 0.03 0.00
Bunji 0.01/ 0.03
Chilas 0.01
Tavg Skardu 0.03
Astore Y i
Gupis 0.00 0.00 0.00
Gilgit 0.02 0.03 0.02
Bunji 0.00 0.01' 0.02
Chilas 0.02 0.00 0.01
DTR Skardu 0.06 0.02 0.05
Astore 0.04 0.00 0.01
Gupis [0.08 0.06 0.05
Gilgit 0.04 0.02 0.04
Bunji 0.03
Chilas 0.00
P Skardu 0.16
Astore 0.00 -0.28 -0.78
Gupis 0.08 0.04Joi28lI6E0
Gilgit 0.00 0.00 -0.02
Bunji 0.00 -0.06 -0.14
Chilas 0.00 0.03 -0.12
Q UIB-East 0.58 0.89 1.18
Eastern-Karakoram  0.00 0.00 -0.04
Central-Karakoram  0.32 -0.07 -0.51
Kachura 1.04 1.40 1.19
UIB-Central 035 0.21 -0.19
Western-Karakoram 0.04 0.00 0.00
Karakoram 0.28 -0.20 -0.60
Hindukush 0.00 0.05 0.04
UIB-wuU 0.58 0.60 0.33
Astore 0.28 0.24 0.32
Partab_Bridge 1.01 0.49 0.44
UIB-WL 1.94 1.96 3.49
UIB-WL-Partab 1.58 1.87 2.11
UIB_West 2.02 2.01 2.73
Himalaya 3.23 3.91 4.73
UIB 3.00 3.33 3.53

Feb

Mar

Apr

0.04
0.05
0.00
0.01
-0.01

-0.03
-0.01
0.00
0.01
0.02

0.01
0.02
-0.01
0.01

0.02

. 0.06

0.01
0.00
0.16

-0.51

0.05
0.02
0.00
0.80
-0.08
-0.67
0.43
-0.43
0.00
0.33
0.19
0.51
0.97
1.93
0.17
-0.82
112
233
0.62

May

0.01
0.02
-0.01

-0.01

0.01
0.00

0.03

-0.01
0.03

0.02

0.03
0.00
-0.02
-0.25
-0.08

Nov

Dec

DJF MAM

0.02 0.03 0.04 0.02

Jun Jul Aug Sep Oct

0.02 0.01 0.00 0.02 0.03
-0.01 -0.01 -0.02 0.00

-0.02 -0.02 -0.03 -0.01 0.04
-0.01 -0.02 -0.01 0.02
-0.04
-0.02 -0.02 -0.02 0.00
-0.04 -0.04 -0.04 -0.04 -0.05
0.00 -0.02 -0.02 -0.01 0.00
-0.03
-0.02 -0.05 -0.03 -0.01 -0.02
-0.03 -0.04 -0.03 -0.03 -0.03
-0.02 -0.01 -0.03 -0.02 0.00
-0.01 -0.02 -0.02 -0.01 0.00
0.00 -0.01 -0.02 0.00 0.01
-0.03 0.00

-0.03
0.05
-0.02
0.06
0.00
0.00
-0.03
0.08

0.00

-0.03

-0.02
0.06
0.01
0.06
0.05
0.00
-0.01
0.06
0.19

-0.03 -0.02

-0.02 -0.02

001 003
001 001
019 007
006 0.02
018 0.00
001 003
012 0.1
007 0.07
1053 -1.42
681 434
630 -7.40
- 14.27
495

-13.75 -2.14
813 757
011 064
1250 068
054 0.16
837 974
1206 -1.35
1707 0.02
2324 5.3

-32.201%69/33] 1755 -461

-0.05 0.01
017 009 005
001 010 007
008 -1294 -21.37
179 646 517
613 385 -122
6.06 12.88 1475
9.99 2049 1374
029 -3.75 -12.69
9672888 529
331 -100 -085
355 186 -12.74
352 129 -062
1307 12.89
289 -12.90 -25.95
030 -22.26 -1635
8.00 -19.88 -32.88
-0.33
1297 -884 -1331

-3.24  8.19

-0.01

0.00

0.03 0.06 100970103 0.05 0.05 0.07

0.02
-0.01
0.00
-0.05
0.00
0.00
-0.03
-0.02
-0.18
1.31
-4.08
3.69
-2.15
-0.24
-2.18
0.23
1.48
0.28
3.84
157
-2.20
195
-0.05
4.03

0.04

0.03
0.00
-0.02
0.02
-0.03
-0.01
0.00

0.02
0.01
0.01
0.01
-0.01
0.01
0.01

0.04
0.04
0.02
0.00
0.01

0.04
0.04
0.02
0.02
0.00

JA
0.01

SON
0.04

Ann.

-0.01 0.02 0.02

-0.02
-0.01

-0.04

0.01 -0.01
-0.03 -0.02

0.01
-0.01

0.00
0.01
0.02

0.02 003 0.03 0.03
0.03 002 001
001 002 000 001
0.03 0.03 0.03 0.02
000 001 001 001[850.04] -0.03

0.02 0.02 0.01

0.06
-0.02
0.00
0.02
0.00
0.00
0.00
0.00
0.06
0.24
-1.36
1.14
-0.80
0.18
-0.59
0.15
1.02
0.32
2.61
1.94
0.23
2.59
3.40
3.92

0.02 0.01 0.02 0.02 0.01 0.02

0.04 0.05
0.04 0.05 0.05 0.05 0.04 0.04 0.03 0.04

0.04
-0.03
0.15
-0.08
0.00
0.00
0.00
0.00
0.16
0.00
-0.29
1.13
-0.29
0.20
0.63
0.13
0.71
0.23
1.63
2.35
1.18
2.40
2.05
3.04

0.04

0.24
0.11
0.02
0.13
0.25
0.55
0.07
-0.35
1.12
-0.30
0.13
-0.15
0.04
0.48
031
1.74
1.92
1.32
2.18
3.37
3.04

0.02

0.01

0.02
0.00
0.45
-1.31
0.20
-0.44
-0.59
-0.12
1.10
041
1.75
2.67
2.76
0.24
4.17
1.25
1.30
1.63
6.84
1.93
0.34
3.99
6.86
5.00

-0.03
-0.04
-0.02
-0.02
-0.01

-0.03

-0.03

0.00
-0.01
0.29
0.45
0.32
0.28
0.36
0.51
-14.86
7.08
6.22

-10.23
0.24
-6.83
0.43
7.05
-13.82
-22.10
-25.21
-40.09
-6.15

0.03
0.02
-0.02
0.00
-0.04
0.01
-0.05
-0.02
-0.04
0.00
0.00
0.02
-0.01
0.00

0.00

0.5 [16i031 " 0.06'

0.00 0.02 0.02

0.03
-0.01
0.12
0.06

0.02
0.02
0.00

-0.02

-0.01
0.00

0.00
0.00
0.00

0.02

=133

-0.00 2168

0.10
0.09
0.03
-0.57
2.05
-2.80
6.12
-2.84
-0.59
-4.36
0.31
1.22
0.28
4.93
0.48
-0.99
0.93
-0.72
5.14

0.38
0.21
0.70
-1.59
243
0.31
7.19
3.30
-2.55
6.44
0.48
-0.95
0.76
4.72
-2.63
-5.40
-4.03
-6.13
22023).
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1581

1582

1583

1584

Variable Stations

Oct Nov Dec DIF MAM JJA SON Ann.

Tx

Tn

Tavg

DTR

Skardu
Astore
Gupis
Gilgit
Bunji
Chilas
Skardu
Astore
Gupis
Gilgit
Bunji
Chilas
Skardu
Astore
Gupis
Gilgit
Bunji
Chilas
Skardu
Astore
Gupis
Gilgit
Bunji
Chilas
Skardu
Astore
Gupis
Gilgit
Bunji
Chilas
UIB-East
Eastern-Karakoram
Central-Karakoram
Kachura
UIB-Central

0.02 0.01

0.02 0.02

0.02 0.02 0.03 0.02

0.03 I | i I 0.02 0.02
0.02 0.01 0.00 0.02 0.2 -0.02  0.00
-001 -0.01 0.03 0.01 -0.02 -0.02 0.00 0.00 0.02 0.00

000 002 001 001 -004 -004 -0.04 -004 008 -002 001 001 000 004 -002

0.02 0.01 i -0.02 -001 0.00 002 001 0.01 01 0.01
-0.04 -0.02 -0.01 -0.03 -0.03 -0.03 -0.01 -0.03 -0.02

0.00 0.00 -0.01 -0.02 -001 001 0.01 000 -0.03 -0.02 -0.01
0.01 0.01 0.00 -003 -004 -0.03 -003 -0.03 -0.01 001 -0.04 -0.04 0.00
0.02 0.01 0.01 -002 -001 -0.03 -002 0.00 -0.02 0.00

0.02 -001 -0.02 -002 -0.01 0.00 0.02 003 -0.02 0.00

001/ 003 002 0. 001 0.02

0.02 0.01

000 000 000 001 0.00 001 002 0. ! -0.01
002 003 002 002 ! 001/ 003 003 0. 0.00
000 001 -0.01 000 001 001 001
002 000 001 001 O 02 -002 002 000 002 0.02

0.02 003 006100910108 005 0.5

0.04 0.00 0.01 0.02 0.02 001 0.02 001

0.04 0.02
0.04 0.01

0.00/ 0.05
003 001 0.03 000 0.00 -001 003
0.00 0.00 0.00 -0.01 0.01 -0.01 0.00 -0.01 -0.01
0.16 0.16 X 0.08 0.06 0.07 0.00 045 029 012
0.00 -0.28 -0.78 -0.51 0.02 -005 0.02 -008 024 -131 045 006 -1.33
0.08 0.04 0.00 0.00 0.0 000 011 020 032 -0.09

0.00 0.00 -0.02 0.05 0.01 0.03 0.00 0.0 000 0.02 -044 028 0.10 0.38
0.00 -0.06 -0.14 002 -0.17 009 0.05 012 011 -003 000 000 0.13 -059 036 009 0.21
000 0.03 -0.12 000 -0.01 010 0.07 007 0.07 -002 000 000 025 -012/ 0.1 0.03 0.70
058 0.89 118 080 0.08 -1294 -21.37 -1053 -142 -0.18 006 0.6 0.55 110 -14.86 -0.57 -1.59
0.00 0.00 -0.04 -008 179 646 517 681 434 131 024 000 0.07 041 7.08 205 243
032 -0.07 -051 -067 613 385 -1.22 630 -740 -4.08 -136 -029 -035 175 622 -2.80 0.31
1.04 140 119 043 6.06 1288 369 114 113 112 267 6.12 7.19
035 0.21 -0.19 -043 9.99 -495 -2.15 -0.80 -0.29 -0.30 2.76 -2.84 330

0.04 0.04
0.04 002 000 0.03

Western-Karakoranr 0.04 0.00 000 000 029 -3.75 -12.69 -13.75 -2.14 -024 0.8 020 0.3 024 -10.23 -0.59 -2.55

Karakoram
Hindukush
UIB-WU
Astore
Partab_Bridge
UIB-WL
UIB-WL-Partab
UIB_West
Himalaya

UIB

0.28 -0.20 -0.60 033 9.67- 829 813 -7.57 -2.18 -059 063 -0.15 4.17- -4.36 644
000 0.05 004 019 331 -100 -0.8 011 064 023 015 013 0.04 125 024 031 048
058 0.60 033 051 355 -186 -12.74 -1250 068 148 1.02 071 048 130 -6.83 122 -095
028 024 032 097 352 129 -062 054 016 028 032 023 031 163 043 028 0.76
1.01 049 044 1.93- 1307 1289 -837 974 3.84 261 163 174 684 705 493 472
194 196 349 017 289 -1290 -25.95 -12.06 -135 1.57 194 235 192 193 -13.82 048 -263
158 187 211 -082 -030 -2226 -1635 -17.07 002 -220 023 118 132 034 -22.10 -0.99 -540
202 201 273 112 800 -19.88 -32.88 -23.24 -513 195 259 240 218 399 -2521 093 -4.03
323 391 473 233 -033 -32.29- -17.55 -461 -0.05 3.40 205 337 6.86 -40.09 -0.72 -6.13
3.00 333 353 0.62 1297 -884 -1331 -324 819 4.03 392 304 3.04 500 -6.15 514 223

67



1585 | Tabular Figure 7: Field significanee-ef-the-significant climatic trends for al-ten sub-regions
1586 | considered—along with trend—in—their discharge (Q) trends at monthly to annual te
1587 | sealestimescales over the period 1995-2012. Color scale is same as in Tabular Figure 5. Bold
1588 | Q values indicate significant trends at 90% level.
Regions Variables Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIJF MAM JJIA SON  Ann.
Astore Tx 0.17 021 042 -0.16 -0.06
™ -0.10 -0.10 -0.12 -0.10
Tavg 015 -0.13 -0.21 -0.05
DTR -0.22 -0.13 017 -0.07 -0.06 -0.08
P 373 7.50 -4.60 -2.18 -1.90 -1.80 -2.11 -19.25 -6.02 -18.93 -38.01
Q 0.05 0.00 0.22 0.50 68l 42681045000 -1.00 -1.11 -0.67 0.00 0.00
Hindukush T 011 0.23 -0.19 -0.29 -0.18 -0.12 -0.09
™ 025 024 -0.18 -0.24 009 0.0
Tavg 0.18 011 008 -0.25 -0.13 -0.10
DTR -0.21 0.1 -0.18 -0.25 -028 -0.19 -036 -0.40 -0.52 -0.38 003 -0.16 -0.18 -0.33 -0.20
P 130 -1.94 1.00 105 031 131 473 -1019 -9.80 2.39
Q 087 026 015 127 205 3.49JFCTEA02 7.03 217 1.82 106 075 1.00
Himalaya T -0.17 -0.10 0.22 0.21 -0.19 -0.28 -0.16 007 -0.12 -0.06
™ -0.23 0.26 014 -015 0.8 -0.16 -0.18 -0.14 -0.18 013 -0.14 002
Tavg 015 0.25 -0.18 017 -0.18 -0.18 -0.09 -0.08 -0.11 010 -0.13 -0.07
DTR -0.02 0.20 018 -0.18 013 -018 -036 -0.25 -0.12 -0.08 -0.19 -0.09
P 229 571 -460 -2.18 -1.90 -1.80 -2.11 042 1215 -6.02 -18.93 -38.01
Q 0.30[E082 4.10 091 4399016223 12.43[J83\8] 2243 997 232 023 117 26.64[J5H88 7.75 246l
West Karakoram Tx 0.23 -0.18 -0.17 -0.16 -0.06
™ 022 0.3 -0.13 0.17 0.05
Tavg 015 0.22 -0.09 -0.14 -0.15
DTR 0.22 -0.13 0.17 -0.07 -0.06 -0.08
P 117 1.09 381 9.08
Q 120 1.00 150 2.00 0.59 [JIZOSINEAS3INEA08 6.40 3.50 3.82 2.03 1.88 1.0
Karakoram T -0.11 0.23 -0.18 0.22 016 -0.06 -0.12 -0.06
™ 011 0.23 -0.18 -0.22 016 -0.06 -0.12 -0.06
Tavg 022 013 014 -014 025 046 -0.16 -0.18 -0.16 0.17 008 006 -0.05
DTR -0.15 0.22 -0.09 015 008 -0.16 -0.12 -0.09 -0.13 -0.14 -0.08
P 295 197 117 172 158 215 143 240 269 6.39 539 576 4507
Q 1.88 200 1.33 1.00 -582 -7.80[6497 37.17 -9.48 0.60 J88A'5:97 1.65 0.11
UIB Central T -0.26 0.20 -0.16 -0.12
™ 0.26 0.14 -0.20 -0.16 -0.18 -0.16 017 -0.18 0.02
Tavg 0.25 -0.20 -0.18 -0.15 -0.09 -0.13 -0.14 -0.08
DTR 0.13 0.09
P 295 197 235 158 215 143 240 157 5.99 539 576 45.07
Q 219 1.81 2.02 -0.84 [J6IE -18.08[48I78] 2020 -4.88 1.05[4.38 2.34
uiB I -0.14 011 0.40 -0.20 -0.22 0.20 -0.25 0.09 -0.12 -0.09
™ 049 0.38 013 031 017 037 -014 027
Tavg 037 015 013 -0.18 -0.16 -0.11 .10 -0.12 -0.08
DTR -0.19 -0.14 017 -024 -025 -0.38 011 -013 -0.10 -0.17 -0.09
P 217 117 -142 240 165 110 197 598 -1149 -7.91 3.68
Q 1.82 5.09 537 -250 11.35 14.67 F46G0AIANNG52| 10.17 529 075 191
UIB West T -0.14 011 023 -0.18 0.22 021 025 -0.11 009 -0.12 -0.10
™ 012 022 -0.18 -0.13
Tavg 015 0.20 013 013 -019 -0.19 -0.11 0.11 -0.07
DTR -0.18 -0.20 -0.10 -0.16 017 -024 -027 -0.38 010 -0.13 -0.10 -0.19 -0.10
P 217 571117 240 1.40 171 690 -1149 -7.91 2.63
Q 245 137 543 242 |JGHSSIISA80 0.21[142193] 28.24 13.68 5.87 138 2.00|23.43|JEENE| 17.71 2267
UIB West Lower Tx -0.17 -0.10 -0.16 -0.21 -0.20 -0.28 -0.16 -0.07 -0.13 -0.06
™ -0.23 20.10 018 012 -0.18 -0.08 -0.12
Tavg 015 013 017 -0.19 0.07 -0.11 006 -0.11 -0.07
DTR -0.15 0.20 0.18 -0.18 013 -018 -036 -0.25 -0.12 -0.08 -0.19 -0.09
P 229 571 -4.60 -2.18 -1.90 -1.80 -2.11 042 1215 -6.02 -18.93 -38.01
Q 1.88 041 639053 41.58[159'50) 28.19JEMBE] 30.99 16.18 5.17 233 1.92 19.90 [J65I58] 16.02 |[25NAE
UIB West Upper Tx -0.14 011 023 -0.18 0.22 021 025 -0.11 009 -0.12 -0.10
™ 022 0.3 013 025 024 -0.18 -0.24 0.7 009 010 005
Tavg 015 0.20 -0.09 -0.13 008 -0.20 -0.13 -0.10
DTR 021 -0.22 011 -018 -025 -028 019 -0.36 -0.28 -052 -038 -0.17 006 -016 -011 -019 -0.11
P 130 -1.94 117 109 1.0 140 031 214 690 -10.19 -9.80 263
1589 Q 124 1.02 1.39 2.38|JiGI85)12138F25M8 1550 -1.28 0.69 098 052 0.55 ZZ6INES68 0.45 IEI25|
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1591

1592

1593

Regions Variables Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIF MAM JIA SON  Ann.

Astore Tx -0.17 -0.21 042 0.16 -0.06
™ -0.10 -0.10 -0.12 -0.10
Tavg  -0.15 -0.13 -0.21 -0.05
DTR -0.22 -0.13 -0.17 -0.07 -0.06 -0.08
P -3.73 -750 -460 -2.18 -190 -1.80 -2.11 -19.25  -6.02 -18.93 -38.01
Q 005 0.00 022 05068 4.26[E80A 500 -1.00 -1.11 -0.67 0.00 0.00

Hindukush T 0.11 0.23 -0.19 -0.29 -0.18 0.12 -0.09
™ 025 024 -0.18 -0.24 009 0.10
Tavg 0.18 011 008 -0.25 -0.13 -0.10
DTR -0.21 -0.11 018 -025 -028 -019 -0.36 -040 -0.52 -0.38 003 -016 -0.18 -033 -0.20
P 130 -1.94 1.00 105 031 131 473 -1019 -9.80 239
Q 087 026 015 127 205 3.49[FG6TEA02 7.03 217 1.82 106 075 1.00

Himalaya Tx -0.17 -0.10 -0.22 -0.21 -0.19 -0.28 0.16 -0.07 012 -0.06
™ -0.23 0.26 014 015 018 -0.16 -0.18 -0.14 -0.18 013 014 0.2
Tavg  -0.15 0.25 018 017 -0.18 -0.18 -0.09 -0.08 -0.11 0.0 013 -0.07
DTR -0.02 -0.20 0.18 -0.18 013 018 -036 -0.25 -0.12 0.08 -0.19 -0.09
P 229 571 -460 -218 -190 -1.80 -2.11 0.42 -12.15  -6.02 -18.93 -38.01
Q 0308083 4.10 091] 43.99016223 12.43[J83\E 2243 997 232 023 1.17| 26.64 588 7.75 |2466]

West Karakoram Tx 0.23 -0.18 -0.17 -0.16 -0.06
™ 0.22 013 -0.13 0.17 0.05
Tavg 015 0.22 -0.09 -0.14 -0.15
DTR -0.22 -0.13 -0.17 -0.07 -0.06 -0.08
P 117 1.09 381 9.08
Q 120 1.00 1.50 2.00 0.59 [JIZOONEAS3IN409 6.40 3.50 3.82 2.03 1.88 1.00

Karakoram Tx -0.11 0.23 -0.18 -0.22 -0.16 -0.06 -0.12 -0.06
™ -0.11 0.23 -0.18 -0.22 -0.16 -0.06 -0.12 -0.06
Tavg 0.22 013 014 014 025 046 -0.16 -0.18 -0.16 017 -0.08 006 -0.05
DTR -0.15 0.22 -0.09 015 008 -0.16 -0.12 -0.09 013 0.4 -0.08
P 295 1.97 117 172 158 215 143 240 269 639 539 576 45.07
Q 188 200 133 100 -582 -7.80[F649# -37.17 948 060 1.65 011

UIB Central T -0.26 0.20 -0.16 -0.12
™ 0.26 -0.14  -0.20 -0.16 -0.18 -0.16 017 018 0.02
Tavg 0.25 -0.20 -0.18 -0.15 -0.09 013 014 -0.08
DTR 0.13 0.09
P 295 1.97 235 158 215 143 240 157 599 539 576 45.07
Q 219 181 2.02 -0.84[J6I8Y] -18.08[4879] 2020 -4.88 1.05[4.:38] 2.34

uiB Tx -0.14 -0.11 0.40 -0.20 -0.22 -0.20 -0.25 0.09 012 -0.09
Tn 0.49 038 013 031 -0.17 037 -014 027
Tavg 0.37 015 013 -018 -0.16 -0.11 0.0 012 -0.08
DTR -0.19 -0.14 017 024 -025 -0.38 011 -013 010 -0.17 -0.09
P 217 117 -1.42 2.40 165 1.10 197 598 -1149 -7.91 3.68
Q 182 5.09 537 -2.50 1135 14.67 FACGONMINNS5% 1017 529 075 191

UIB West T -0.14 -0.11 0.23 -0.18 0.22 -0.21 -0.25 011 20.09 012 -0.10
™ 012 022 -0.18 -0.13
Tavg 015 0.20 013 013 -019 -0.19 -0.11 0.11 -0.07
DTR -0.18 -0.20 -0.10 -0.16 017 024 -027 -0.38 010 -013 -0.10 -019 -0.10
P 217 571 117 240 140 171 690 -1149 -7.91 263
Q 245 137 543 2.42[J6UBSINSA8Y 02114293 28.24 13.68 5.87 138 2.00|23.43|J4HNE 17.71 227

UIB West Lower Tx -0.17 -0.10 -0.16 -0.21 -0.20 -0.28 0.16 -0.07 013 -0.06
Tn -0.23 010 0.8 -0.12 018 -0.08 -0.12
Tavg  -0.15 013 017 -0.19 -0.07 011 0.06 011 -0.07
DTR -0.15 -0.20 0.18 -0.18 013 018 -036 -0.25 -0.12 -0.08 019 -0.09
P 229 571 -460 -218 -190 -1.80 -2.11 0.42 -12.15  -6.02 -18.93 -38.01
Q 188 041 6.39[F052 4158159150 28.19 [J8MBE] 30.99 16.18 5.17 233 192 19.90 [J6EIS3] 16.02 [25HE

UIB West Upper Tx -0.14 -0.11 0.23 -0.18 022 -0.21 0.25 011 20.09 012 -0.10
™ 0.22 013 013 025 024 -0.18 024 0.17 009 010 0.05
Tavg 015 0.20 -0.09 013 0.08 -0.20 -0.13 -0.10
DTR 021 -0.22 -0.11 -0.18 -0.25 -0.28 -0.19 -0.36 -0.28 -052 -0.38 -0.17 006 -0.16 -0.11 -0.19 -0.11
P 130 -1.94 117 1.09  1.00 140 031 214 690 -1019 -9.80 2.63
Q 124 1.02 139 2.38 1550 -128 069 098 052 055 045

70



1594

1595
1596
1597
1598
1599

1600

1601
1602

Tx (Mar) Tx(u) o ﬁﬁ,/v«“v«»

Tn (Mar)

Tx, Tn, Tavg, DTR P
v v v vV Vv V V 4 a A A A A A

Figure 8: TrendTrends per time step g WA A-in Tx, Tn-and,

Tavg, anel—memase—éupwa#d)—aﬁd—deepease—(dewmmd)—m—DTR §°C) and m—P (m [ for select months
and seasons. Seadisteall <sionificantronds =00 level arechevmn—tn—selidriangle—therestin

Triangles pointing upward (downward) or in green/red (blue/yellow) colors show increasing
(decreasing) trends. Solid (hollow) triangles— indicate significant (insignificant) trends at 90% level.
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