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Abstract

Largely depending on meltwater from the Hindukusdrdkoram-Himalaya, withdrawals
from the upper Indus basin (UIB) contribute to haffthe surface water availability in
Pakistan, indispensable for agricultural producsgatems, industrial and domestic use and
hydropower generation. Despite such importancenapcehensive assessment of prevailing
state of relevant climatic variables determining thater availability is largely missing.
Against this background, we present a comprehertsideoclimatic trend analysis over the
UIB. We analyze trends in maximum, minimum and meanperatures (Tx, Tn, and Tavg,
respectively), diurnal temperature range (DTR) pratipitation from 18 stations (1250-4500
m asl) for their overlapping period of record (1988BL2), and separately, from six stations of
their long term record (1961-2012). We apply MaremHall test on serially independent
time series to assess existence of a trend whike stope is estimated using Sen’s slope
method. Further, we statistically assess the dpmatae (field) significance of local climatic
trends within ten identified sub-regions of the LHBd analyze whether spatially significant
(field significant) climatic trends qualitativelygeee with a trend in discharge out of
corresponding sub-regions. Over the recent perd®®%-2012), we find a well agreed and
mostly field significant cooling (warming) duringansoon season i.e. July-October (March-
May and November), which is higher in magnitudetieé to long term trends (1961-2012).
We also find a general cooling in Tx and a mixesponse of Tavg during winter season as
well as a year round decrease in DTR, which @nger and more significant at high altitude
stations (above 2200 m asl), and mostly due todrigholing in Tx than in Tn. Moreover, we
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find a field significant decrease (increase) ire{atonsoonal precipitation for lower (higher)
latitudinal regions of Himalayas (Karakoram and diikush), whereas an increase in winter
precipitation for Hindukush, western- and whole &aram, UIB-Central, UIB-West, UIB-
West-upper and whole UIB regions. We find a sprivagming (field significant in March)
and drying (except for Karakoram and its sub-regjipand subsequent rise in early-melt
season flows. Such early melt response togethdr effiective cooling during monsoon
period subsequently resulted in a substantial dregaker increase) in discharge out of
higher (lower) latitudinal regions (Himalaya andBNVest-lower) during late-melt season,
particularly during July. The observed hydroclimétends, being driven by certain changes
in the monsoonal system and westerly disturbanioelicate dominance (suppression) of
nival (glacial) runoff regime, altering substariyiehe overall hydrology of the UIB in future.
These findings largely contribute to address thdrdglimatic explanation of the ‘Karakoram

Anomaly’.

1 Introduction

The hydropower generation has key importance inmiiing the on-going energy crisis in
Pakistan and meeting country’s burgeoning futurergyn demands. In this regard, seasonal
water availability from the upper Indus basin (UlBgt contributes to around half of the
annual average surface water availability in Pakiss indispensable for exploiting 3500
MW of installed hydropower potential at country’ardest Tarbela reservoir immediate
downstream. This further contributes to the coustagrarian economy by meeting extensive
irrigation water demands. The earliest water sugpiyn the UIB after a long dry period
(October to March) is obtained from melting of sn@iate-May to late-July), the extent of
which largely depends upon the accumulated snowuamand concurrent temperatures
(Fowler and Archer, 2005; Hasson et al., 2014bpw8nelt runoff is then overlapped by
glacier melt runoff (late-June to late-August), nmarily depending upon the melt season
temperatures (Archer, 2003). Snow and glacier melbffs, originating from the Hindukush-
Karakoram-Himalaya (HKH) Ranges, together congitaiound 70-80% of the mean annual
water available from the UIB (SIHP, 1997; Mukhopwaih and Khan, 2015; Immerzeel et
al., 2009). As opposed to large river basins oftband Southeast Asia, which feature
extensive summer monsoonal wet regimes downstréarower Indus basin is mostly arid

and hyper-arid and much relies upon the meltwaten the UIB (Hasson et al., 2014b).
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Climate change is unequivocal and increasinglyossriconcern due to its apparent recent
acceleration. For instance, the last three dechdes been the warmest at a global scale
since 1850, while the period of 1983-2012 in thethNern Hemisphere has been estimated as
the warmest since last 1400 years (IPCC, 2013). gibkal warming signal, however, is
spatially heterogeneous and not necessarily egagjhjificant across different regions (Yue
and Hashino, 2003; Falvey and Garreaud, 2009).1&iwi local impacts of the regionally
varying climate change can differ substantiallypefeding upon the local adaptive capacity,
exposure and resilience (Salik et al., 2015), paldrly for the sectors of water, food and
energy security. In view of high sensitivity of ndainous environments to climate change
and the role of meltwater as an important conwoltfie UIB runoff dynamics, it is crucial to
assess the prevailing climatic state over the B subsequent water availability. Several
studies have been performed in this regard. Fompley Archer and Fowler (2004) have
analyzed trends in precipitation from four statiamshin the UIB and found a significant
increase in winter, summer and annual precipitatioming the period 1961-1999. By
analyzing temperature trends for the same periodléf and Archer (2006) have found a
significant cooling in summer and warming in wint&heikh et al. (2009) documented a
significant cooling of mean temperatures during mi@nsoon period (July-September), and
consistent warming during the pre-monsoonal mo(psil-May) for the period 1951-2000.
They have found a significant increase in monsognratipitation while non-significant
changes for the rest of year. Khattak et al. (20idye found winter warming, summer
cooling (1967-2005), but no definite pattern foe@pitation. It is noteworthy that reports
from the above mentioned studies are based upoeast a decade old data records.
Analyzing updated data for the last three decad®8Q-2009), Bocchiola and Diolaiuti
(2013) have suggested that winter warming and sunco@ing trends are less general than
previously thought, and can be clearly assesseg¢ @ Gilgit and Bunji stations,
respectively. For precipitation, they found an e@age over the Chitral-Hindukush and
northwest Karakoram regions and decrease over tleat& Himalayas within the UIB,
though most of such precipitation changes are s$itlly insignificant. By analyzing
temperature record for the period 1952-2009, Rialet(2013) also reported dominant
warming during March and pre-monsoonal period, istest with findings of Sheikh et al.
(2009).

The above mentioned studies have analyzed obsemsaftiom only a sub-set of half dozen

manual, valley-bottom, low-altitude stations beimgintained by Pakistan Meteorological
3
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Department (PMD) within the UIB (Hasson et al., 20l Contrary to these low-altitude
stations, observations from high altitude statisnSouth Asia mostly feature opposite sign
of climatic changes and extremes, possibly infleehby the local factors (Revadekar et al.,
2013). Moreover, the bulk of the UIB streamflowginates from the active hydrologic zone
(2500-5500 m asl), when thawing temperatures magoaer and above 2500 m asl (SIHP,
1997). In view of such a large altitudinal deperajeaf the climatic signals, data from low-
altitude stations, though extending back into tingt half of 20" century, are not optimally
representative of the hydro-meteorological condgigrevailing over the UIB frozen water
resources (SIHP, 1997). Thus, an assessment ddtatitnends over the UIB has been much
restricted by limited availability of high-altitudend most representative observations as well

as their accessibility, so far.

Amid above mentioned studies, Archer and FowleO{30Fowler and Archer (2006) and
Sheikh et al. (2009) have used linear least sqomaa#hod for trend analysis. Though such
parametric tests more robustly assess the existdredrend as compared to non-parametric
trend tests (Zhai et al., 2005), they need the &aahgga to be normally distributed, which is
not always the case for hydro-meteorological otmtésas (Hess et al., 2001; Khattak et al.,
2011). In this regard a non-parametric test, sushMann Kendall (MK - Mann, 1945;
Kendall, 1975) is a pragmatic choice, which hasnbegtensively adopted for the hydro-
climatic trend analysis (Kumar et al., 2009 and 30IThe above mentioned studies of
Khattak et al. (2011), Rio et al. (2013) and Bootzhand Diolaiuti (2013) have used MK test
in order to confirm the existence of a trend alovith Theil-Sen (TS - Theil, 1950; Sen,

1968) slope method to estimate true slope of altren

Most of the hydro-climatic time series contain memise because of the characteristics of
natural climate variability, and thus, are not alyiindependent (Zhang et al., 2000; Yue et
al., 2002 & 2003; Wang et al., 2008). On the otend, MK statistics is highly sensitive to
serial dependence of a time series (Yue and Wd&@f;2¢ue et al., 2002 & 2003; Khattak et
al., 2011). For instance, the variance of MK statiS increases (decreases) with the
magnitude of significant positive (negative) autorelation of a time series, which leads to
an overestimation (underestimation) of trend deagbrobability (Douglas et al., 2000; Yue
et al., 2002 and 2003; Wu et al., 2008; Rivard ¥igheault, 2009). To eliminate such an
effect, von Storch (1995) and Kulkarni and von &to(1995) proposed a pre-whitening
procedure that suggests the removal of a lag-l-@nelation prior to applying the MK-test.

4
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Rio et al. (2013) have analyzed trends using prigewtd (serially independent) time series.
This procedure, however, is particularly ineffidievhen a time series features a trend or it is
serially dependent negatively (Rivard and Vignea2M09). In fact, presence of a trend can
lead to false detection of significant positive dattive) auto-correlation in a time series
(Rivard and Vigneault, 2009), removing which thrbuysye-whitening procedure may remove
(inflate) the portion of a trend, leading to an erebtimation (overestimation) of trend
detection probability and trend magnitude (Yue 8vahg, 2002; Yue et al., 2003). In order
to address this problem, Yue et al. (2002) havegsed a modified pre-whitening procedure,
which is called trend free pre-whitening (TFPW).TIRPW, a trend component is separated
before the pre-whitening procedure is applied, aftdr the pre-whitening procedure, the
resultant time series is blended together withpteeidentified trend component for further
application of the MK test. Khattak et al. (201Hvk applied TFPW to make time series
serially independent before trends analysis. TheWFnethod takes an advantage of the fact
that estimating auto-correlation coefficient fromdatrended time series yields its more
accurate magnitude for the pre-whitening procedi¥ee et al., 2002). However, prior
estimation of a trend may also be influenced bypiesence of a serial correlation in a time
series in a similar way the presence of a trendacoimates estimates of an auto-correlation
coefficient (Zhang et al., 2000). It is, therefordesirable to estimate most accurate
magnitudes of both, trend and auto-correlation fadeht, in order to avoid the influence of

one on the other.

The UIB observes contrasting hydro-meteo-cryospheegimes mainly because of the
complex HKH terrain and sophisticated interactioh ppevailing regional circulations

(Hasson et al., 2014a and 2015a). The sparse @nidghow altitude) meteorological network
in such a difficult area neither covers fully itsrtrcal nor its horizontal extent - it may also be
highly influenced by complex terrain features aadability of meteorological events. Under
such scenario, tendencies ascertained from then@sms at local sites further need to be
assessed for their field significance. The fielgngicance indicates whether the stations
within a particular region collectively exhibit #@gsificant trend or not, irrespective of the
significance of individual trends (Vogel and Kroll989; Lacombe and McCarteny, 2014).
This yields a dominant signal of change and muelarcunderstanding of what impacts the
observed conflicting climate change will have oe dverall hydrology of the UIB and of its

sub-regions. However, similar to sequentially dejesm local time series, spatial-/cross-

correlation amid station network within a regiomspibly present due to the influence of a
5
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common climatic phenomenon and/or of similar pmgeographical features (Yue and
Wang, 2002), anomalously increases the probalufigetecting field significant trends (Yue
et al., 2003; Lacombe and McCarteny, 2014). Suédcebf cross/spatial correlation amid
station network should be eliminated while testthg field significance as proposed by
several studies (Douglas et al., 2000; Yue and \W20@2; Yue et al., 2003)

In this study, we present a first comprehensive sysiematic hydro-climatic trend analysis
for the UIB based upon ten stream flow, six lowitadte manual and 12 high-altitude
automatic weather stations. We apply a widely used-parametric MK trend test over
serially independent time series, obtained thraugihe-whitening procedure, for ensuring the
existence of a trend. The true slope of an existiegd is estimated by the Sen’s slope
method. In pre-whitening, we remove negative/pesitag-1 autocorrelation that is optimally
estimated through an iterative procedure, so firatwhitened time series feature the same
trend as of original time series. Here, we invegégclimatic trends on monthly time scale in
addition to seasonal and annual time scales, ifirstder to present a more comprehensive
picture and secondly to circumvent the loss ofaigeasonal tendencies due to an averaging
effect. For assessing the field significance ofladimatic trends, we divide the UIB into ten
regions, considering its diverse hydrologic regimékH topographic divides and installed
hydrometric station network. Such regions are AstoHindukush (Gilgit), western-
Karakoram (Hunza), Himalaya, Karakoram, UIB-CenttdB-West, UIB-West-lower, UIB-
West-upper and the UIB itself (Figs. 1-2). Providgesdticular region abodes more than one
meteorological station, individual climatic trendihin that region were tested for their field
significance based upon the number of positive/negaignificant trends (Yue et al., 2003).
Field significant trends are in turn compared daétliely with trends of outlet discharge
from the corresponding regions, in order to furnigysical attribution to statistically
identified regional signal of change. Our resufiggsenting prevailing state of the hydro-
climatic trends over the HKH region within the UlBontribute to the hydroclimatic
explanation of the ‘Karakoram Anomaly’, provide higdirection for the impact assessment
and modelling studies, and serve as an importanowladge base for the water resource

managers and policy makers in the region.

2 Upper Indus basin
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The UIB is a unique region featuring complex HKHrain, distinct physio-geographical
features, conflicting signals of climate change autbsequently contrasting hydrological
regimes (Archer, 2003; Fowler and Archer, 2006; dgaset al., 2013). The basin extending
from the western Tibetan Plateau in the east toetmern Hindu Kush Range in the west
hosts mainly the Karakoram Range in the north, wedtern Himalayan massif (Greater
Himalaya) in the south (Fig. 1). As summarized ggBianni and Rientjes (2014) and Khan
et al. (2014), the total drainage area of the UH3 fong been overestimated by various
studies (e.g. Immerzeel et al.,, 2009; Tahir, 20B&pkhagen and Burbank, 2010). Such
overestimation is caused by limitations of the GiSed automated watershed-delineation
procedure that results in erroneous inclusion ef Blangong Tso watershed (Khan et al.,
2014), which instead is a closed basin (Huntingi®96; Brown et al., 2003, Alford, 2011).
Khan et al. (2014) have provided details aboudgiemeation of the UIB based upon ASTER
GDEM 30m and SRTM 90m DEMSs. For this study, the Wifainage area is estimated from
the lately available 30 meter version of the SRTEM) which was forced to exclude the
area connecting the UIB to the Pangong Tso watdrsiheorder to avoid its erroneous
inclusion by the applied automated delineation edoce. Details of the delineation
procedure will be provided elsewhere. Our estimatezh of the UIB at Besham Qila is
around 165515 kfnwhich is to a good approximation consistent with actual estimates of
162393 km as reported by the SWHP, WAPDA. According to tiesvly delineated basin
boundary, the UIB is located within the geographi@mnge of 31-37 E and 72-82 N.
Around 46 % of the UIB falls within the politicablindary of Pakistan, containing around 60
% of the permanent cryospheric extent. Based oiRRtmelolph Glacier Inventory version 5.0
(RGI5.0 - Arendt et al., 2015), around 12% of tH& ldrea (19,370 kA) is under the glacier

cover. While snow cover ranges from 3 to 67% oflthsin area (Hasson et al., 2014b).

The hydrology of the UIB is dominated by precipitat regime associated with the mid-
latitude western disturbances. These western bOetiwes are lower-tropospheric extra-
tropical cyclones, which are originated and/or fi@iced over the Atlantic Ocean or the
Mediterranean and Caspian Seas and transportediwésIB by the southern flank of the
Atlantic and Mediterranean storm tracks (Hodgealgt2003; Bengtsson et al., 2006). The
western disturbances intermittently transport nuoestover the UIB mainly in solid form

throughout the year, though their main contributtmmes during winter and spring (Wake,
1989; Rees and Collins, 2006; Ali et al., 2009; kgw011; Ridley et al., 2013; Hasson et

al.,, 2013 & 2015a). Such contributions are anonsdjohigher during positive phase of the
7
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north Atlantic oscillation (NAO), when southernrilaof the western disturbances intensifies
over Iran and Afghanistan because of heat low tlemesing additional moisture input to the
region from the Arabian Sea (Syed et al., 2006nil8r positive precipitation anomaly is
evident during warm phase of the El Nifio—Southestilation (ENSO - Shaman and
Tziperman, 2005; Syed et al., 2006). In additionwesterly precipitation, the UIB also
receives contribution from the summer monsoonahafbts, which crossing main barrier of
the Greater Himalayas (Wake, 1989; Ali et al., 20B@sson et al., 2015a), precipitate
moisture over higher (lower) altitudes in solidjid) form (Archer and Fowler, 2004). Such
occasional incursions of the monsoonal system aeddbminating westerly disturbances,
largely controlled by the complex HKH terrain, daeficontrasting hydro-climatic regimes
within the UIB. Mean annual precipitation withinettJIB ranges from less than 150 mm at
Gilgit station to around 700 mm at Naltar statibately, addressing precipitation uncertainty
over the whole UIB, Immerzeel et al. (2015) havggasted the amount of precipitation more
than twice as previously thought. The glaciologistidies also suggest substantially large
amount of snow accumulation that account for 128001 mm (Winiger et al., 2005) in
Bagrot valley and above 1000 mm over the Baturaci@la(Batura Investigation Group,
1979) within the western Karakoram, and more th@®01mm and, at few sites above 2000

mm over the Biafo and Hispar glaciers (Wake, 198in the central Karakoram.

The Indus River and its tributaries are gauge@mikey locations within the UIB, dividing it
into Astore, Gilgit, Hunza, Shigar and Shyok sulsiba (Fig. 2). These basins feature distinct
hydrological regimes (snow- and glacier-fed). Poasistudies (Archer 2003; Mukhopadhyay
and Khan, 2015) have separated snow-fed (glacthrgieb-basins of the UIB on the basis of
their; 1) smaller (larger) glacier coverage, 2psty runoff correlation with previous winter
precipitation (concurrent temperatures) from lotitadie stations, and, 3) using hydrograph
separation technique. Based on such division, Asfaithin the western Himalayan Range)
and Gilgit (within the eastern Hindukush Range) emasidered as mainly snow-fed while
Hunza, Shigar and Shyok (within the Karakoram Raage considered as mainly glacier-fed
sub-basins. The strong influence of climatic vdeabon the generated runoff within and
from the UIB suggests vulnerability of spatio-terrgdavater availability to climatic changes.
This is why the UIB discharge features high vatigbi— the maximum mean annual
discharge is around an order of magnitude highem its minimum mean annual discharge,
in extreme cases. Mean annual discharge from tH& islaround 2400 fs®, which

contributes to around 45 % of the total surfaceewawailability within Pakistan. Since the
8
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UIB discharge contribution is dominated by snow aghaktier melt, it concentrates mainly
within the melt season (April — September). Durthg rest of year, melting temperatures
remain mostly below the active hydrologic elevatiramge, resulting in minute melt runoff

(Archer, 2004). The characteristics of the UIB &Bsdub-basins are summarized in Table 1.

3 Data
3.1 Meteorological data

The network of meteorological stations within thlBBUs very sparse and mainly limited to
within Pakistan’s political boundaries, where a0 meteorological stations are being
operated by three different organizations. The fiesfwork, operated by PMD, consists of six
manual valley-based stations that provide the émig-term data series, generally starting
from first half of the 20th century. However, ddtefore 1960 are scarce and feature large
data gaps (Sheikh et al., 2009). Such dataset €@ve@orth-south extent of around 100 km
from Gupis to Astore station and east-west extérsround 200 km from Skardu to Gupis
station. These stations lie within the western Haya and Hindukush ranges and between
the altitudinal range of 1200-2200 m asl, whereastrof the ice reserves of the Indus Basin
lie within the Karakoram range (Hewitt, 2011) armbae 2200 m asl (Fig. 1). In the central
Karakoram, EvVK2-CNR has installed two meteorolobgtations at higher elevations, which
however, provide time series only since 2005. Meeepthe precipitation gauges within
PMD and EvK2-CNR networks measure only liquid ppéetion, while the hydrology of the
region is dominated by solid moisture melt. Thedmneteorological network within the UIB
consists of 12 high altitude automatic weatheriatat called Data Collection Platforms
(DCPs), which are being maintained by the Snow kxedHydrology Project (SIHP) of
WAPDA. The DCP data is being observed at hourlgrivils and is transferred to the central
SIHP office in Lahore on a real time basis throagheteor-Burst communication system.
The data is subject to missing values due to recénical problems, such as ‘sensor not
working’ and/or ‘data not received from broadcagtisystem’. Featuring higher altitude
range of 1479-4440 m asl, these DCP stations peomeéteorological observations since
1994/95. Contrary to PMD and EvK2-CNR, precipitatigauges at DCPs measure both
liquid and solid precipitation in mm water equivatiéHasson et al., 2014b). Moreover, DCPs
cover relatively larger spatial extent, such astmsouth extent of 200 km from Deosai to

Khunjrab stations and east-west extent of arourtl k36 from Hushe to Shendure stations.
9
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Thus, spreading well across the HKH ranges and roayanost of the active hydrologic
zone, DCPs seem to be well representative of tveaging hydro-meteorological conditions
over the UIB cryosphere, so far. We have collectaiy data for maximum and minimum
temperatures (Tx and Tn, respectively) and preatipih of 12 DCPs for the period 1995-
2012 from SIHP, WAPDA (Table 2). We have also aibel the updated record of six low
altitude stations from PMD for same set of variablgthin the period 1961-2012.

3.2 Discharge data

The discharge data, being highly sensitive to vi@na in precipitation, evaporation, basin
storage and prevailing thermal regime, describe aberall hydrology and an integrated
signal of hydrologic change for a particular wabexd. In order to provide physical
attribution to our statistically based field sigo#ént trend analysis, we have collected the
discharge data from SWHP, WAPDA. The project mamstaa network of hydrometric
stations within Pakistan. The upper Indus rivewBoare being measured first at Kharmong
site where the Indus river enters into Pakistanthad at various locations until it enters into
the Tarbela reservoir. The river inflows measursigtions at Tarbela reservoir, and few
kilometers above it, at the Besham Qila are usualhsidered to separate the upper part (i.e.
UIB) from the rest of Indus basin. Five sub-basans being gauged, among which Shigar
gauge has not been operational since 2001. Sindakeethe UIB extent up to the Besham
Qila site, we have collected full length of disaf@data up to 2012 for all ten hydrometric
stations within the UIB (Table 3). It is pertinetat mention here that discharge data from
central and eastern parts of the UIB are hardlyémiced by the anthropogenic perturbations.
The western UIB is relatively populous and streamfis used for solo-seasoned crops and
domestic use, however, the overall water diverdimnsuch a use is indeed negligible
(Khattak et al., 2011).

4 Methods

Inhomogeneity in a climatic time series is due #éwviations ascribed purely to non-climatic
factors (Conrad and Pollak, 1950), such as, changdke station site, station exposure,
observational methods, and measuring instrumen&sn@; 1994; Peterson et al., 1998).
Archer and Fowler (2004) and Fowler and Archer @@nd 2006) have documented that

PMD and WAPDA follow standard meteorological measuent practice established in 1891

10
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by the Indian Meteorological Department. Using deuimass curve approach, they have
found inhomogeneity in the winter minimum temperataround 1977 only at Bunji station
among four low altitude stations analyzed. Sinématic patterns are highly influenced by
orographic variations and local events within thedg region of complex terrain, double
mass curve techniques may vyield limited skill. kthe et al. (2014) have reported
homogeneity of Gilgit, Skardu and Astore statioos dnnual mean temperature during the
period 1961-1990 while Rio et al. (2013) have reggtbhomogeneity for temperature records
from Gilgit, Gupis, Chillas, Astore and Skardu &tas during 1952-2009. Some studies
(Khattak et al., 2011; Bocchiola and Diolaiuti, 3)1do not report quality control or

homogeneity of the data used for their analysis.

We have first investigated internal consistencyhefdata by closely following Klein Tank et
al. (2009) such as situations of below zero préatijpn and when maximum temperature was
lower than minimum temperature, which found in fexre then corrected. Afterwards, we
have performed homogeneity tests using a standatdoolkit RH-TestV3 (Wang and Feng,
2009) that uses a penalized maximal F-test (Warg.e2008) to identify any number of
change points in a time series. As no station leadgen reported homogenous at monthly
time scale for all variables, only a relative horaoeity test is performed by adopting a most
conservative threshold level of 99% for statistis@nificance. We have found mostly one
inhomogeneity in only Tn for the low altitude PM@asgons during the period of record,
except for Skardu station (Table 2). For the 190%52period, such inhomogeneity in Tn is
only valid for Gilgit and Gupis stations. On thenet hand, data from DCP stations were
found of high quality and homogenous. Only Naltatien has experienced inhomogeneity
in Tn during September 2010, which was most probablsed by heavy precipitation event
resulted in a mega flood in Pakistan (Houze et28111; Ahmad et al., 2012; Hasson et al.,
2013) followed by similar events during 2011 andl20Since the history files were not
available, we were not sure that any statistickdlynd inhomogeneity only in Tn is real.
Therefore, we did not apply any correction to inlogeneous time series and caution the

careful interpretation of results based on sucle theries.
4.1 Hydroclimatic trend analysis

We have analyzed trends in minimum, maximum andmteaperatures (Tn, Tx and Tavg,
respectively), diurnal temperature range (DTR —-Tkn), precipitation and discharge on

monthly to annual time scales. The MK test (MarB¥3;, Kendall, 1975) is applied to assess
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the existence of a trend while the Theil-Sen (TBheil, 1950; Sen, 1968) slope method is
applied to estimate true slope of a trend. For sdkatercomparison between low and high
altitude stations, we mainly analyze overlappimgté of record (1995-2012) from high and
low altitude stations, and additionally, the fhbth of record (1961-2012) from low altitude

stations.
Mann-Kendall test

The MK is a ranked based method that tests thefisignce of an existing trend irrespective
of the type of sample data distribution and whethgrh trend is linear or not (Yue et al.,
2002; Wu et al., 2008; Tabari, H., and Talaee, 203ich test is also insensitive to the data
outliers and missing values (Khattak et al., 20Ba&c¢chiola and Diolaiuti, 2013) and less
sensitive to the breaks caused by inhomogeneous semies (Jaagus, 2006). The null
hypothesis of the MK test states that the sample §4,i = 1,2,3 ...n} is independent and
identically distributed, while alternative hypotiesuggests the existence of a monotonic

trend. The MK statisticS are estimated as follows:
S= Y ?=i+15.9n(Xj ~X;) (1)

WhereX; denotes the sequential data, n denotes the dregtn)end

1 if6>0
sgn() =30 if6=0 (2)
~1if8<0

provided n> 10, S statistics are approximately normally distributedhvthe meank, and
varianceV, (Mann, 1945; Kendall, 1975) as follows:

E(S)=0 3)

nn—-1)(2n+5)— Y1 t;mm(m—-1)(2m+5) (

vs) = 18

4)

Here,t,, denotes the number of ties of extentwhere tie refers ti; = X;. The standardized
MK statistics,Z,, can be computed as follows:

S-1
e 570
Z;={0 S§=0 5)

S+1
§<0
VV(S)
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The null hypothesis of no trend is rejected atec#ied significance leveg, if |Z5| = Z,,,
where Z,, ,, refers to a critical value of standard normal ribsttion with a probability of
exceedance/2. The positive sign o shows an increasing while its negative sign shaws
decreasing trend. We have reported the statidigaificance of identified trends at 90, 95

and 99% levels by taking as 0.1, 0.05 and 0.01, respectively.
Theil-Sen’s slope estimation

Provided that a time series features a trend, nt loa roughly approximated by a linear

regression as
Yi=a+Bt+y; (6)

Where a is the intercept? is the slope ang, is a noise process. Such estimatess of
obtained through least square method are proneoss grrors and respective confidence
intervals are sensitive to the type of parent iistion (Sen, 1968). We, therefore, have used
Theil-Sen approach (TS - Theil, 1950; Sen, 1968)e&iimating the true slope of existing

trend as follows
. Xi—X;i . .
B = Median (ﬁ),‘v’l <j @)

The magnitude of refers to mean change of a variable over the itigased
time period, while a positive (negative) sign imgdian increasing (decreasing)

trend.
Trend-perceptive pre-whitening (TPPW)

To pre-whiten the time series, we have used aroapprof von Storch (1995) as modified by
Zhang et al (2000). This approach iteratively cotapurend and lag-1 auto-correlation until
the solution converges to their most accurate eséim This approach assumes that the trend
can be approximated as linear (Eqn. 6) and theenpiscan be represented agth order
auto-regressive process, ARROf the signal itself, plus the white noigg, Since the partial
auto-correlations for lags larger than one are gelyefound insignificant (Zhang et al.,
2000; Wang and Swail, 2001), considering only lagtto-regressive processes,yields
Eqgn. 6 into:

Yt:a+ﬁt+ TYt_1+€t (8)
The iterative pre-whitening procedure consistdeffbllowing steps:
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1. Infirst iteration, estimate of lag-1 autocorretetir; is computed on the original time
seriesy;.

2. Usingr; as(Y, —r.Y,_;) /(1 — 1), an intermediately pre-whitened time seriésjs
obtained on which first estimate of a trefig,along with its significance is computed
using TS (Theil, 1950; Sen, 1968) and MK (Mann,3;34endall, 1975) methods.

3. The original time serie¥,, is detrended using,as ¢, = Y, — B;t).

4. In second iteration, more accurate estimate oflLlagitocorrelatiom, is estimated on
detrended time serieg, obtained from previous iteration.

5. The original time serieg, is again intermediately pre-whitened afids obtained.

6. The trend estimatg, is then computed o, and the original time serie%; is

detrended again, yieldirig.

The procedure has to be reiterated untg no longer significantly different from zero e
absolute difference between the estimates gfobtained from the two consecutive iterations
becomes less than one percent. If any of the dondi met, let's suppose at the iteratign
estimates from the previous iteration (re= r,_1, f = Bn_1) are taken as final. Using these
final estimates, Eqn. 9 yields a pre-whitened tseeesy;”, which is serially independent
and features the same trend as of original timesé&} (Zhang et al., 2000; Wang and Swail,
2001). Finally, the MK-test is applied over the qiitened time seriesY;”, to identify

existence of a trend.

w_ Me=rYeq) 4 A~ r.B _ &
YW = o @ + Bt + €, , whered = a + st ande, = 7 (9)

4.2 Field significance and physical attribution

Field significance indicates when stations withirpaxticular region collectively exhibit a
significant trend, irrespective of the significarafendividual trends (Vogel and Kroll, 1989;
Lacombe and McCarteny, 2014). For assessing tledignificance of local trends, we have
divided the whole UIB into further smaller unitgjiens based on: 1) distinct hydrological
regimes identified within the UIB, 2) mountain miéssand, 3) available installed stream

flow network.

As mentioned earlier, Shigar discharge time seiseBmited to 1985-2001 period since
afterwards the gauge went non-operational. In oenalyze discharge trend from such an

important region, Mukhopadhyay and Khan (2014) Hare¢ correlated the Shigar discharge

14



437
438
439
440
441
442
443
444
445
446
447
448
449
450
451
452
453

454
455
456
457
458
459
460
461
462
463
464
465

466
467
468

with discharge from its immediate downstream Kaahgaiuge for the overlapping period of
record (1985-1998). Then, they have applied thenas¢d monthly correlation coefficients to
the post-1998 discharge at Indus at Kachura. Taigqoular method can yield the estimated
Shigar discharge, of course assuming that the expplbefficients remain valid after the year
1998. However, in view of large surface area ofentbian 113,000 kfrfor Indus at Kachura
and substantial changes expected in the hydrodtiniends upstream Shigar gauge, the
discharge estimated by Mukhopadhyay and Khan (26&djns to be a constant fraction of
the Kachura discharge, rather than the deriveda8hiigcharge. On the other hand, instead of
estimating post-1998 discharge at the Shigar gawgehave derived the discharge for the
Shigar-region, comprising Shigar sub-basin itskl§ghe adjacent region shown blank in the
Figure 2. This was achieved by subtracting the ntischarge rates of all gauges upstream
Shigar gauge from its immediate downstream Kacljatage at each time step of every time
scale analyzed. The procedure assumes that thegdéaigfrom each other have negligible
routing time delay at a mean monthly time scale #rad such an approximation does not
further influence the ascertained trends. Similathudology has been adopted to derive
discharge out of identified ungauged regions, sashKarakoram, Himalaya, UIB-Central,
UIB-West, UIB-West-lower and UIB-West-upper (Talile

We have considered the Karakoram region as theddrelunza and Shyok sub-basins and
Shigar-region, which are named as western, eaateticentral Karakoram, respectively (Fig.
2). Similarly, we have considered drainage aredndtis at Kharmong as UIB-East while
Shyok and Shigar-region together constitute UIBi&#nThe rest of the UIB is considered
as UIB-West (Fig. 2), which is further divided intpper and lower regions, keeping in view
relatively large number of stations and distinctifojogical regimes. Such distinct regimes
have been identified from the median hydrographesamh steam flow gauging station based
on maximum runoff production timings. According sach division, UIB-West-lower and
Gilgit are mainly snow-fed basins while Hunza isimhaglacier-fed basin (Fig. 3). Since
most of the Gilgit basin area lies at Hindukush sifaswe call it Hindukush region. The
combined area of lower part of UIB-West and UIBtdéagnainly the northward slope of the

Greater Himalaya, so we call this region as Himalay

We have analysed the field significance for thasgians that contain at least two or more
stations. To eliminate the effect of cross/spattatelation amid station network on assessing

the field significance of a particular region, Déagyet al. (2000) have proposed a bootstrap
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method. This method preserves the spatial coroslamid station network but eliminates its
influence on testing the field significance basadMK statisticsS. Similarly, Yue and Wang
(2002) have proposed a regional average MK testhich they altered the variance of MK
statistic by serial and cross correlations. Latye et al. (2003) proposed a variant of
method proposed by Douglas et al. (2000), in whittstead ofS - they considered counts of
significant trends as representative variablestdsting the field significance. This method
favourably provides a measure of dominant fieldhigicant trend when local positive or
negative significant trends are equal in numbeergfore, we have employed the method of
Yue et al. (2003) for assessing the field signift® We have used a bootstrap approach
(Efron, 1979) to resample the original network 10fides in a way that the spatial
correlation structure was preserved as describeduayet al. (2003). We have counted both
the number of local significant positive and numbgsignificant negative trends, separately

for each resampled network dataset using Eqn. 10:

Cr = iz G (10)

Where n denotes total number of stations within a regiom & denotes a count for
statistically significant trend (at 90% level) &tson,i. Then, we have obtained the empirical

cumulative distributiong’s for both counts of significant positive and counfssignificant

negative trends, by ranking their corresponding0l0@lues in an ascending order using
Eqn.11:

P(Cr<Cf)=——~ (11)

Wherer is the rank of’f andN denotes the total number of resampled networksé&taWe
have estimated probability of the number of sigumifit positive (negative) trends in actual
network by comparing the number with for counts of significant positive (negative) tdsn

obtained from resampled networks (Eqgn. 12).

P P,.<0.5
Pops = P(Crops < CF), where P; = { obs  JOT Pops < (12)

1_PObS fOT'PObS>0.5

If expressionP; < 0.1, is satisfied the trend over a region is considiéoebe field significant

at the 90 % level.

The statistically assessed field significance afdencies in meteorological variables is

further validated against the physically-based eva® from the stream flow record. For this,
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we have compared the field significant climatic iinhatemperature) trend of a region with
its stream flow trends (from installed and derivgduges). The qualitative agreement
between the two can serve better in understantm@ngoing state of climatic changes over
the UIB. Since most downstream gauge of BeshamiQtiégrates variability of all upstream
gauges, it represents the dominant signal of chartges, an assessment of statistically based

field significance was not required for the streffow dataset.

We also assess the dependency of local hydroctimratids on their latitudinal, longitudinal
and altitudinal distribution. We have intentionayoided the interpolation of data and
results in view of limitations of the interpolatigachniques in a complex terrain of HKH
region (Palazzi et al., 2013; Hasson et al., 2015age offset of glaciological reports from
the station based estimates of precipitation (Hass@l., 2014b) further suggests that hydro-
climatic patterns are highly variable in space #mat the interpolation of data will further

add to uncertainty, resulting in misleading coniclns.

5 Results

We present our trend analysis results for the 183882 period in Tabular Figures 4-5 (and
for the select time scales, in Fig. 4) while foe t961-2012 period in Tabular Figure 6. The
field significant trends in climatic variables atrénds in discharge from the corresponding

regions are presented in Tabular Figure 7.
5.1 Hydroclimatic trends
Mean maximum temperature

For Tx, we find that certain set of months exhiditcommon response of cooling and
warming within the annual course of time. Set afséh months interestingly are different than
those typically considered for seasons, such aB, MIAM, JJA, SON for winter, spring,
summer and autumn, respectively (Fowler and Arck@05 and 2006; Khattak et al., 2011;
Bocchiola and Diolaiuti, 2013). For the months adddember, January, February and April,
stations show a mixed response of cooling and wagntendencies by roughly equal
numbers where cooling trend for Rattu in January Shendure in February and for Ramma
in April are statistically significant (Tabular Fig and Fig. 8). Though no warming trend has
been found to be statistically significant, all l@ititude stations, except Gupis, exhibit a
warming trend in the month of January. During menth March, May and November, most
17
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of the stations exhibit a warming trend, which ftatistically significant at five stations
(Gilgit, Yasin, Astore, Chillas and Gupis) and telaly higher in magnitude during March.
Interestingly, warming tendencies during March egfatively higher in magnitude at low
altitude stations as compared to high altitudeistat Most of the stations feature cooling
tendencies during July-October (mainly the monsperod). During such period, we find a
statistically significant cooling at five station®ainyor, Shendure, Chillas, Gilgit and
Skardu) in July, at two stations (Shendure and ipiig August and at twelve stations
(Hushe, Naltar, Ramma, Shendure, Ushkore, YasarakiAstore, Bunji, Chillas, Gilgit and
Skardu) in September, while there is no signifiaauling tendency in October (Tabular Fig.
4 and Fig. 8). Such cooling is almost similar ingmigude from low and high altitude stations
and dominates during month of September followedlly because of higher magnitude and
statistical significance agreed among large nunobetations. Overall, we note that cooling
trends dominate over the warming trends. On a #&pseasonal scale, winter season
generally shows a mixed behavior (cooling/warmiwere only two stations (Dainyor and
Rattu) suggest significant cooling. For the spreeason, there is a high agreement for
warming tendencies among the stations, which ayeifgiant only at Astore station. Again
such warming tendencies during spring are relativegher in magnitude than those at
higher altitude stations. For summer and autumnstnud the stations feature cooling
tendencies, which are significant for three statilamma, Shendure and Shigar) in summer
and for two stations (Gilgit and Skardu) in autun@n annual time scale, high altitude

stations within Astore basin (Ramma and Rattu)uieasignificant cooling trend.

While looking only at long term trends (Tabular Fig), we note that summer cooling
(warming outside summer) in Tx is less (more) prmgnt and insignificant (significant) at
stations of relatively high (low) elevation, such &kardu, Gupis, Gilgit and Astore (Buniji
and Chillas). The absence of a strong long-termewxiwarming contrasts with what found
for the shorter period 1995-2012. In fact, strorayming is restricted to spring season mainly
during March and May months. Similarly, long-teromsner cooling period of June-October

has been shortened to July-October.
Mean minimum temperature

The dominant feature of Tn is the robust winter miag in Tn during November-June,
which is found for most of the stations (Tabulag.M and Fig. 8). Contrary to warming in

Tx, warming trend in Tn is higher in magnitude amahne high altitude stations than among
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the low altitude stations. During the period ofydGictober, we found a significant cooling of
Tn at four stations (Gilgit, Naltar, Shendure andrdt) in July, at eight stations (Hushe,
Naltar, Ushkore, Yasin, Ziarat, Astore, Chillas &ithit) in September and only at Skardu in
October. In August, stations show warming tendexmcighich are relatively small in
magnitude and only significant at Gilgit stationm@ar to Tx, cooling in Tn during July-
October dominates during the month of Septembegestag a relatively higher magnitude
and larger number of significant trends (Fig. 8)sd such cooling features more or less
similar magnitude of a trend among high and lovitwale stations as for Tx. Similarly,
cooling trends in Tn mostly dominate over the wangnirends as in case of Tx. On a typical
seasonal scale, winter and spring seasons featarmimg trends, while summer season
exhibit cooling trend and there is a mixed respdiaseghe autumn season. Warming trend
dominates during the spring season. Here, we engehéisat a clear signal of significant
cooling in September has been lost while averagimjo October and November months for
autumn season. This is further notable from thesiahtime scale, on which a warming trend
is generally dominated that is statistically sigraht at five stations (Deosai, Khunjrab,
Yasin, Ziarat and Gilgit). The only significant dimg trend on annual time scale is observed

at Skardu station.

While looking only at low altitude stations (Tabulgig. 6), we note that long term non-
summer warming (summer cooling) in Tn is less (jopeominent and insignificant
(significant) at stations of relatively high (low)evation, such as, Skardu, Gupis, Gilgit and
Astore (Bunji and Chillas).

Mean temperature

Trends in Tavg are dominated by trends in Tx dudinky-October while these are dominated
by Tn, during the rest of year (Tabular Figs. 4-S)milar to Tx, the Tavg features a
significant cooling in July at four stations (Daory Naltar, Chillas and Skardu), in
September at ten stations (Hushe, Naltar, Ramapdsine, Ushkore, Yasin, Ziarat, Astore,
Chillas and Skardu) and in October only at Skar@dticn (Tabular Fig. 5 and Fig. 8). In
contrast, we have observed a significant warmirgjatat station in February, at five stations
(Deosai, Dainyor, Yasin, Astore and Gupis) in Maactd at three stations (Khunjrab, Gilgit
and Skardu) in November. However, the trend amalysitypical seasonal averages suggests
warming of winter and spring seasons, which is &igim magnitude as compared to the

observed cooling in summer and autumn seasons. speisific fact has led to a dominant
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warming trend by most of the station at annual tsoale, which is higher in magnitude at
high altitude stations, mainly due to their domathtwinter warming as compared to low
altitude stations (Shrestha et al., 1999; Liu ahdrG 2000).

The long term trends generally suggest cooling éanigés during the July-October while
warming for the rest of year. On seasonal scal®, dtiitude stations unanimously exhibit
summer cooling over the long term record, whicimstly significant. A mixed response is

shown for other time scales.
Diurnal temperature range

For the DTR, most of the stations show its dropuighout a year except during months of
March and May, where particularly low altitude giat show its increase mainly due to
higher warming in Tx than in Tn or higher coolimgTn than in Tx (Tabular Fig. 4 and Fig.
8). Two stations (Chillas and Skardu) show a sigaift widening of DTR in May, followed
by Chillas station in March, Deosai in August angp{s in October months. Conversely, we
observe high inter-station agreement of signifidmR decrease in September followed by
in February. Such a trend is associated with thhdrimagnitude of cooling in Tx than in Tn
(e.g. in September), cooling in Tx but warming in @r higher warming in Tn than in Tx
(e.g. in February). We note that long term trendsicreasing DTR throughout a year from
low altitude stations (Tabular Fig. 6) are now mamestricted to the period March-May, and
within the months of October and December overpéeod 1995-2012. Within the rest of
year, DTR has been decreasing since last two decé@nerall, high altitude stations exhibit
though less strong but a robust pattern of yeandosignificant decrease in DTR as

compared to low altitude stations.
Total precipitation

We find that most of the stations show a clear aigri dryness during the period March-
June, which is either relatively higher or simitgrhigh altitude station than at low altitude
stations (Table 5 and Fig. 4). During such pergidnificant drying is revealed by seven
stations (Deosai, Dainyor, Yasin, Astore, Chill&ypis and Khunjrab) in March, by five

stations (Dainyor, Rattu, Astore, Bunji and Chijlas April, by two stations (Dainyor and

Rattu) in May and by four stations (Dainyor, RarRattu and Shigar) in June. We have
observed similar significant drying during Augustthree stations (Rattu, Shigar and Gupis)
and during October by three stations (Rattu, Shendnd Yasin). The Rattu station features
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a consistent drying trend throughout a year exdaphg the months of January and February
where basically a neutral behavior is observedtidts feature high agreement for an
increasing trend during winter season (DecembeFdbruary) and during the month of
September, where such increase is higher in matmat high altitude stations as compared
to low altitude stations. We note that most of stetions within the UIB-West-upper region
(monsoon dominated region) exhibit an increasimpdr Shendure, Yasin, Ziarat, Rattu,
Shigar and Chillas are stations featuring signifigacreasing trend in either all or at least in
one of the monsoon months. Such precise responsecfasing or decreasing trend at
monthly scale is averaged out on a seasonal tiale,sen which autumn and winter seasons
show an increase while spring and summer seasans ahdecrease. Annual trends in

precipitation show a mixed response by roughly equmber of stations.

From our comparison of medium term trends at lotituale stations with their long term

trends (See Table 5 and 6), we note that trendstbeerecent decades exhibit much higher
magnitude of dryness during spring months, pawiduifor March and April, and of wetness

particularly within the month of September — thst lmonsoonal month. Interestingly, shifts
in the trends have been noticed during the sumnostims (June-August) where trends over
recent decades exhibit drying but the long-terrmdse suggest wetter conditions. Only
increase in September precipitation is consisterttvéen the long-term trend and trend

obtained over 1995-2012 at low altitude stations.
Discharge

Based on the median hydrograph of each streamdhvge for the UIB (Fig. 3), we clearly
show that both snow and glacier fed/melt regimeslmdifferentiated based on their runoff
production time. Figure 3 suggests that Indus arKiong (Eastern UIB), Gilgit at Gilgit
(Hindukush) and Astore at Doyian are primarily snfed basins, generally featuring their
peak runoff in July. The rest of the basins arentgaglacier fed basins that feature their peak

runoff in August.

Based on 1995-2012 period, our trend analysis sig@a increasing trend from most of the
hydrometric stations during October-June, with bgthmagnitudes in May-June (Tabular
Fig. 5). A discharge increase pattern seems to bee roonsistent with tendencies in the
temperature record than in precipitation recordcdntrast, most of the hydrometric stations
experience a decreasing trend of discharge duhagnmonth of July, which is statistically

significant out of five (Karakoram, Shigar, Shyold)B-Central and Indus at Kachura)
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regions, owing to drop in July temperatures. Thesgtons, showing significant drop in
discharge, are mainly high-altitude/latitude gladexl regions within the UIB. For August
and September months, there is a mixed responsevieo, statistically significant trends
suggest an increase in discharge out of two (Hindakand UIB-West-lower) regions in
August and out of four (Hindukush, western-KarakordJIB-West-lower and UIB-west)
regions during September. We note that despitd@fdominant cooling during September,
discharge mainly drops during July, suggesting@ngtimpact of the cooling during such a
month. Discharge from the whole UIB also decreab@ing the month of July, however,
such a drop is not statistically significant. Pblsithe lack of statistical significance in the
UIB discharge trend may have been caused by tegriated response from sub-regions, and
that significant signal might appear when lookitdnigher temporal resolution data, such as
10-day or 5-day averages. During winter, spring andimn seasons, discharge at most sites
feature increasing trend while during summer seaswhon an annual time scale there is a

mixed response.

Our long-term analysis reveals a positive trendtcfam flow during the period (November
to May) from most of the sites/regions (Tabular. @y Such a positive trend is particularly
higher in magnitude in May and also significantelatively large number of gauging sites
(14 among 16). In contrast to November-May peribére is a mixed signal of rising and
falling stream flow trend among sites during JurateDer. The increasing and decreasing
stream flow trends at monthly time scale exhibiikir response when aggregated on a
typical seasonal or annual time scales. Winteradigge features an increasing trend while for

the rest of seasons and on an annual time scie,nsostly exhibit a mixed response.

While comparing the long-term trends with the treadsessed from recent two decades, we
note most prominent shifts in the sign of trendsrdpthe seasonal transitional month of June
and within the high flow months July-September. sThnay attribute to higher summer
cooling together with the enhanced precipitationdam the influence of monsoonal
precipitation regime in recent decades. For ingatlang term trend suggests that discharge
out of eastern-, central- and whole Karakoram, @itral, Indus at Kachura, Indus at
Partab Bridge and Astore regions is increasing evhéist of regions feature a decreasing
trend. However, trend from the recent two decadeggests the opposite sign of discharge
coming out of such regions, except the regions stbre, Hindukush, UIB-West-upper and

its sub-regions, which consistently show similgnsof change.
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5.2 Field significance and physical attribution

Based on number of local significant trends, welyaatheir field significance for both
positive and negative trends, separately (Tabutar/f. We present mean slope of the field
significant trends in order to present the domirgagmal from the region. Our results show a
unanimous field significant warming for most of tfegions in March followed by in August.
Similarly, we generally find a field significant cieasing trend in March precipitation over
all regions, except Karakoram and UIB-Central ragioWe find a field significant cooling
over all regions during the months of July, Septerméind October, which on a seasonal
scale, dominates during autumn season followedubynser season. Interestingly, we note
that most of the climatic trends are not field-digant during the transitional (or pre-
monsoon) period of April-June. We found a generahd of narrowing DTR, which is
associated with either warming of Tn against capbh Tx or relatively lower cooling in Tn
than in Tx. Field significant drying of the lowatitudinal regions (Astore, Himalaya, UIB-
West-lower - generally snow-fed regions) is als@sesked particularly during the period
March-September, thus for the spring and summed fanthe annual time scale. On the
other hand, we found an increasing (decreasing)dtia precipitation during winter and
autumn (spring and summer) seasons for the HinduykusB-West, UIB-West-upper and
whole UIB while for the western Karakoram such e@ase in precipitation is observed during
winter season only. For the whole Karakoram and -tHBtral regions, field significant
increasing trend in precipitation is observed tgioaut a year except during the spring

season where no signal is evident.

We have noted that for most of the regions thal f@@fjnificant cooling and warming trends
are in good agreement against the trends in digenf@om the corresponding regions. Such
an agreement is high for summer months, partigufarl July, and during winter season, for
the month of March. Few exceptions to such consist@re the regions of Himalaya, UIB-
West and UIB-West-lower, for which, in spite of tfield significant cooling in July,
discharge still features a positive trend. Howewar,note that the magnitude of the increase
in July discharge has substantially dropped whenpawed to increases in previous (June)
and following (August) months. Such a substantialpdin July discharge increase rate is
again consistent with the prevailing field sigréfit cooling during July for the UIB-West
and UIB-West-lower regions. Thus, the identifiedldi significant climatic signals for the

considered regions are further confirmed by thegesved discharge tendencies.
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Interestingly, we note that generally magnitudecobling during September dominates the
magnitude of cooling during July while magnitudewsdrming during March dominates the
magnitude of warming during May. However, subsetjuemoff response from the

considered regions does not correspond with theninae of cooling and warming trends.
In fact, most prominent increase in discharge iseoled in May while decrease in July,
suggesting them months of effective warming andiegprespectively. Generally, periods of
runoff decrease (in a sequence) span from May fueSwer for the Karakoram, June to
September for the UIB-Central, July to August foe twestern-Karakoram and UIB-West-
upper, July to November for the Astore and onlyrodely for the Hindukush and UIB

regions. Regions of UIB-West-lower and Himalaya gggj decrease in discharge during

months of April and February, respectively.
5.3 Tendencies versus latitude, longitude and altide

In order to explore the geographical dependencehef climatic tendencies, we plot
tendencies from the individual stations againsirtiengitudinal, latitudinal and altitudinal
coordinates (Figs. 9-11). We note that summeriggat observed in all stations; however
the stations between 75°7B additionally show cooling during the month of yia Tx, Tn
and Tavg. Within 74-75E, stations generally show a positive gradientatols west in terms
of warming and cooling, particularly for Tn. DTRrgally features a narrowing trend where
magnitude of such a trend tends to be higher wés?58 longitude (Astore basin).
Precipitation generally increases slightly but dases substantially at °73ongitude.
Discharge decreases at highest (UIB-east) and to@#i8-west) gauges in downstream

order, while increases elsewhere.

Cooling or warming trends are prominent at highatitddinal stations, particularly for
cooling in Tx and warming in Tn. Highest coolingdawarming in Tavg is noted around
36°N. Similarly, we have observed a highest coolingrinand warming in Tn, while Tx
cooling dominates in magnitude as evident from Tab@R generally tends to decrease
towards higher latitudes where magnitude of deeréas particular season/month is larger
than increase in it for any other season/monthheésg increasing or decreasing trend in
precipitation is observed below ®6 Whereas station below 38N6 show substantial
decrease in annual precipitation mainly due to eks® in spring season. The stations
between 35.5-3Bl show increase in annual precipitation mainly duéncrease in winter
precipitation.
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The magnitude of cooling (warming) in Tn decreas$esreases) at higher elevations.
Stations below 3500 m asl feature relatively highegnitude of cooling in Tx, which is also
higher than warming trends in Tx as well as in $nch signals are clear from tendencies in
Tavg. The low-altitude stations and the stationshighest elevation show the opposite
response, featuring a pronounced warming in Tavagn tlits cooling in respective
months/seasons. We note that precipitation trerada higher altitude stations are far more
pronounced than in low altitude station, and cleatggest drying of spring but wetting of
winter seasons. Tendencies in DTR in high altitatigions are consistent qualitatively and

quantitatively as compared to tendencies in lovualé stations.

6 Discussions
Cooling trends

Our long term updated analysis suggests that surangtautumn cooling trends are mostly
consistent with previously reported trends (Fovaled Archer, 2005 and 2006; Khattak et al.,
2011), and with reports of increasing summer snovecextent over the UIB (Hasson et al.,
2014b). The overall warming over Pakistan (and UitBported by Rio et al. (2013) is
however in direct contrast to the cooling tendescieported here and by the above
mentioned studies, regardless of the seasons.i@lings of long term cooling trends during
the monsoon period are also in high agreement mgjplorts of Sheikh et al. (2009) for the
study region, which is consistently reported foe theighboring regions, such as, Nepal,
Himalayas (Sharma et al., 2000; Cook et al., 2088)thwest India (Kumar et al., 1994),
Tibetan Plateau (Liu and Chen, 2000), central ClfiHa et al., 2003), and central Asia
(Briffa et al., 2001) for the investigated periods.

More importantly, the station-based cooling trerate® found field significant for all
identified sub-regions of the UIB mostly in Julye@ember and October, coinciding with the
months of monsoonal onset and retreat, and aldo thé glacier melt season. Thus, field
significant cooling is further depicted from therids in discharge out of respective regions,
specifically during July, when discharge eitheribkHalling or weaker rising trends relative
to contiguous months due to declining glacial mdlhe field significant cooling and
subsequent discharge behaviour is attributed toitlarsions of south Asian summer

monsoonal system and its precipitation (Cook et 2003) into the Karakoram, through
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crossing Himalayas, and into the UIB-West regiar, Which Himalayan barrier does not
exist. Such phenomenon seems to be acceleratectsenp under the observed increasing
trend in cloud cover, in number of wet days - mattirly over the UIB-West region
(Bocchiola and Diolaiuti, 2013) - and subsequeintliotal amount of precipitation during the
monsoon season. The enhanced monsoonal influerte far north-west over the UIB-West
region, and within the Karakoram, is consistentwtite extension of the monsoonal domain
northward and westward under the global warmingage as projected by the multi-model
mean from climate models participating in the Clien&lodel Intercomparison Project Phase
5 (CMIPS5 - Hasson et al., 2015a). Such hypothesihér needs a detailed investigation and
it is beyond the scope of present study. Nevertiseiacreasing cloud cover due to enhanced
influence and frequent incursions of the monso@yakem leads to reduction of incident
downward radiations and results in cooling (or lessming) of Tx. Forsythe et al. (2015)
have consistently observed influence of the cloadiative effect on the near surface air
temperature over the UIB. The enhanced cloudy ¢@md$i most probably are mainly
responsible for initially higher warming in Tn thugh longwave cloud radiative effect. Given
that such cloudy conditions persist longer in timig,and Tn are more likely tend to cool.
Under the clear sky conditions, cooling in Tx fumthcontinues as a result of evaporative
cooling of the moisture-surplus surface under pitation event (Wang et al., 2014) or due
to irrigation (Kueppers et al., 2007). Han and Y#BQ13) found irrigation expansion over
Xinjiang, China as a major cause of observed cgolin Tavg, Tx and Tn during May-
September over the period 1959-2006. Further, higmedrop observed over UIB-West-
lower region during winter months can be attributedintense night time cooling of the
deforested, thus moisture deficit, bare soil s@faxposed to direct day time solar heating as
explained by Yadav et al. (2004).

Due to cooling trends, the UIB though features soresponses consistent with the
neighboring region and as observed worldwide basaa for such common responses may
still be contradictory. For instance, field sigoént decreasing trend in DTR during July-
October period is attributed to stronger coolingTithan in Tn, which is contrary to the
reason of decreasing DTR observed worldwide and the northeast China (Jones et al.,
1999; Wang et al., 2014).

Warming trends
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Long term warming during November-May is generdtiynd consistent with previously
reported warming trends (Fowler and Archer, 2008 2006; Sheikh et al., 2009; Khattak et
al., 2011; Rio et al., 2013) as well as with desirgasnow cover extent during spring (1967-
2012) in the Northern Hemisphere and worldwide @PQ013) and during winter (2001-
2012) over the study region (Hasson et al., 201Mbyvever, warming generally dominates
in spring months, consistent with findings of Shnegt al. (2009) and Rio et al. (2013). Being
consistent with recent acceleration of global ctimahanges (IPCC, 2013), such spring
warming is observed higher over the 1995-2012 permarticularly in March and May,
respectively. Further, warming in Tx (Tn) is mom@mounced at low (high) altitude stations.
More importantly, the station-based spring warmsépund field significant in March over
almost all identified sub-regions of the UIB. Undke drying spring scenario, less cloudy
conditions associated with increasing number of days for the westerly precipitation
regime (Hasson et al., 2015a) together with sndvedd feedback can partly explain such

warming during spring months.

Contrary to spring warming, our analysis suggesisegally a field significant cooling in

winter, which is in direct contrast to long term nméng trends analyzed here and those
previously reported (Fowler and Archer, 2005 an@&®heikh et al., 2009; Khattak et al.,
2011). Such a recent shift of winter warming toloapis consistently observed over eastern
United States, southern Canada and much of théerarEurasia (Cohen et al., 2012). The
recent winter cooling is a result of falling tendgrof winter time Arctic Oscillation, which

partly driven dynamically by the anomalous increaseautumnal Eurasian snow cover
(Cohen and Entekhabi, 1999), can solely explaigelgrthe weakening (strengthening) of the
westerlies (maridional flow) and favors anomalousbld winter temperatures and their
falling trends (Thompson and Wallace, 1998 and 2Q&hen et al., 2012). Weakening of the
westerlies during winter may explain an aspect efl vagreed drying during subsequent
spring season, and may further be related to maveréble conditions for the southerly

monsoonal incursions into the UIB.
Wetting and drying trends

Enhanced influence of the late-monsoonal precipitaincrease at high altitude stations
suggests field significant increasing trend in ppiéation for the regions at relatively higher
latitudes, such as, Hindukush and UIB-Central, thog, for the UIB-West-upper, Karakoram

and the whole UIB. This is in good agreement with projected intensification of south
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Asian summer monsoonal precipitation regime und#raaced greenhouse gas emission
scenarios (Hasson et al., 2013, 2014a & 2015ahétlow altitude stations, shifts of the
long-term trends of increasing summer precipitafilune-August) to drying over the period
1995-2012 indicate a transition towards weaker monal influence at lower levels. This
may attribute to multi-decadal variability thatassociated with the global indices, such as,
NAO and ENSO, influencing the distribution of largeale precipitation over the region
(Shaman and Tziperman, 2005; Syed et al., 2006).

The field significant trends of precipitation inase during winter but decrease during spring
season is associated with certain changes in tetede precipitation regime under changing
climate. For instance, field significant drying épring (except for Karakoram) is mainly
consistent with the weakening and northward stiithe mid-latitude storm track (Bengtsson
et al.,, 2006) and increase in the number of drysdaihin spring season for the westerly
precipitation regime (Hasson et al., 2015a). On dhieer hand, observed increase in the
winter precipitation for relatively high latitudiheegions is consistent with the observations
as well as with the future projections of more treqt incursions of the westerly disturbances
into the region (Ridley et al., 2013; Cannon et 2015; Madhura et al., 2015). In view of
more frequent incursions of the monsoonal systedhveesterly disturbances expected in the
future and certain changes projected for the olesahsonality/intermittency of their
precipitation regimes by the climate models (Hassoal., 2015a), significant changes in the
timings of melt water availability from the UIB aspeculated. Such hypothesis can be tested
by assessing changes in the seasonality of pratgitand runoff based on observations
analyzed here and also through modelling melt wateoff from the region under prevailing

climatic conditions.
Water availability

The long term discharge tendencies are consistéhtearlier reports from Khattak et al.
(2011) for Indus at Kachura, and UIB regions amahfrFarhan et al. (2014) for Astore.
Similarly, rising and falling discharge trends fr@&hyok and Hunza sub-basins, respectively,
are consistent with Mukhopadhyay et al. (2015). diseharge trends from Shigar-region,
though statistically insignificant, are only palffaconsistent with Mukhopadhyay and Khan
(2014), exhibiting agreement for an increasing drém June and August but a decreasing

trend in July and September.
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We note prominent shifts of the long term trendsisihg melt-season discharge into falling
over the period 1995-2012 for mostly the glaciet-fegions (Indus at Kachura, Indus at
Partab Bridge, Eastern-, Central- and whole-Karakoand UIB-Central). Such shifts may
attribute to higher summer cooling together withtaie changes in the precipitation regime.
Change in sign of discharge trend for eastern-Kaeak (Shyok) is expected to substantially
alter discharge at Kachura site, thus deriving &&@hdischarge by applying previously
identified constant monthly fractions to the doweam Kachura gauge (Mukhopadhyay and
Khan, 2014) would less likely yield a valid Shighscharge for its period of missing record
(1999-2010). Some regions, such as, UIB-West-ugpet its sub-regions together with
Astore and whole UIB are the regions consistertiyngsng same sign of change in their long

term trend when compared to the trends derived thveperiod 1995-2012.

Over the 1995-2012 period, decreasing stream ftendt observed for mainly the glacier-fed
regions is mostly significant in July. Though caogliin July is less prominent than cooling in
September, it is much effective as it coincideswlie main glacial melt season. Such drop in
July discharge, owing to decreased melting, resnlteduced melt water availability, but at
the same time, indicates positive basin storageyi@w of enhanced moisture input.
Similarly, increase in discharge during May andelisndue to the observed warming, which
though less prominent than warming in March, is maffective since it coincides with the
snow melt season. This suggests an early meltaw smd subsequent increase in the melt
water availability, but concurrently, a lesser amoaf snow available for the subsequent
melt season. Such distinct changes in snow meltgéaader melt regimes are mainly due to
the non-uniform climatic changes on a sub-seasscale. This further emphasizes on a
separate assessment of changes in both snow anergteelt regimes, for which an adequate
choice is the hydrological models that are abléisinctly simulate snow and glacier melt
processes. Nevertheless, changes in both snow lao@rgmelt regimes all together can
result in a sophisticated alteration of the hydgadal regimes of the UIB, requiring certain

change in the operating curve of the Tarbela reseiv future.

The discharge change pattern seems to be morestamtsivith field significant temperature
trends than with precipitation trends. This poitdsthe fact that the cryosphere melting
processes are the dominating factor in determittiegvariability of the rivers discharge in
the study region. However, changes in precipitatiegime can still influence substantially

the melt processes and subsequent meltwater aligflaBor instance, monsoon offshoots
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909 intruding into the region ironically result in deghg river discharge (Archer, 2004), since
910 crossing the Himalaya such monsoonal incursionsnijmairop moisture over the high
911  altitude regions and in the form of snow (Wake, 9;9Bohner, 2006). In that case, fresh
912 snow and clouds firstly reduce the incident enedye to high albedo that results in
913 immediate drop in the melt. Secondly, fresh snosulates the underlying glacier/ice,
914  slowing down the whole melt process till earlidbeado rates are achieved. Thus, melting of
915 snow and glaciers and subsequent overall meltveatgtability is inversely correlated to the
916 number of snowfall events/days during the melt seaf/Nendler and Weller, 1974;
917  Ohlendorf et al., 1997).

918 In view of the sparse network of meteorological evations analyzed here, we need to
919 clarify that the observed cooling and warming isyam aspect of the wide spread changes
920 prevailing over the wide-extent UIB basin. Thignsich relevant for the UIB-Central region
921 where we have only one station each from the east@md central- Karakoram (UIB-
922  Central), not exclusively representative of theidto-climatic state. Thus, field significant
923  results for the whole Karakoram region are mairdynthated by contribution of relatively
924 large number of stations within the western-Karakor Nevertheless, glaciological studies,
925 reporting and supporting the Karakoram anomaly (ittev2005; Scherler et al., 2011,
926  Bhambri et al., 2013) and possibly a non-negatiassibalance of the aboded glaciers within
927 eastern- and central-Karakoram (Gardelle et Al132 contrary at shorter period — Kaab et
928 al., 2015), further reinforce our findings. Moreaveur results agree remarkably well with
929 the local narratives of climate change as repobgdsioli et al. (2013). In view of such
930 consistent findings, we are confident that the olese signal of hydroclimatic changes
931 dominates at present, at least qualitatively. Furttore, climatic change signal observed
932  within the mountainous environments can vary wipect to altitude (MRI, 2015; Hasson et
933 al., 2015b). Such elevation dependent signal afiatic change is somewhat depicted by the
934  sparse observations analysed here. However, thistrassessment of such an aspect requires

935 spatially complete observational database.

936  The hydro-climatic regime of the UIB is substaryiaiontrolled by the interaction of large
937 scale circulation modes and their associated ptatign regimes, which are in turn
938 controlled by the global indices, such as, NAO &NSO etc. The time period covered by
939  our presented analysis is not long enough to digmnate such natural variability signals from

940 the transient climate change. Such phenomena rede tetter investigated based upon
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longer period of observational record for in deptiderstanding of the present variability in
the hydrological regime of the UIB and for foredagtfuture changes in it. For future
projections, global climate models at a broadetesead their downscaled experiments at
regional to sub-regional scales are most vital dtaavailable, so far. However, a reliable
future change assessment over the UIB from theseaid models will largely depend upon
their satisfactory representation of the prevailalighatic patterns and explanation of their
teleconnections with the global indices, which get to be (fully) explored. The recent
generations of the global climate models (CMIP%itdiee various systematic biases (Hasson
et al., 2013, 2014a and 2015a) and exhibit diveksein adequately simulating prevailing
climatic regimes over the region (Palazzi et @14, Hasson et al., 2015a). We deduce that
realism of these climate models about the obseweder cooling over the UIB much
depends upon reasonable explanation of autumnaskur snow cover variability and its
linkages with the large scale circulations (Coheale 2012). On the other hand, their ability
to reproduce summer cooling signal is mainly regtd by substantial underestimation of the
real extent of the south Asian summer monsoon owangnderrepresentation of High-Asian
topographic features and absence of irrigation iaidasson et al., 2015a). However, it is
worth investigating data from high resolution Cdoeded Downscaled Experiments
(CORDEX) for South Asia for representation of tHeserved thermal and moisture regimes
over the study region and whether such dynamidally scale simulations feature an added
value in their realism as compared to their for€&dlP5 models. Given these models do not
adequately represent the summer and winter coalirdy spring warming phenomena, we
argue that modelling melt runoff under the futulienate change scenarios as projected by
these climate models is still not relevant for thi as stated by Hasson et al. (2014Db).
Moreover, it is not evident when the summer coolaingnomenon will end. Therefore, we
encourage the impact assessment communities tol riiedenelt runoff processes from the
UIB, taking into account more broader spectrumuttife climate change uncertainty, thus
under both prevailing climatic regime as observedehand as projected by the climate

models, relevant for short and long term futureawatailability, respectively.

7 Conclusions

Our findings supplement the ongoing research omesdthg the question of water resources

dynamics in the region, such as, ‘Karakoram Anormaihd the future water availability. In
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view of recently observed shifts and acceleratibrthe hydroclimatic trends over HKH
ranges within the UIB, we speculate an enhancddante of the monsoonal system and its
precipitation regime during the late-melt season.tl® other hand, changes in the westerly
disturbances and in the associated precipitatigime are expected to drive changes
observed during winter, spring and early-melt seadde observed hydroclimatic trends,
suggesting distinct changes within the period ofnigasnow and glacier melt, indicate at
present strengthening of the nival while suppressibthe glacial melt regime, which all
together will substantially alter the hydrologytbe UIB. However, such aspects need to be
further investigated in detail by use of hydrol@imodelling, updated observational record
and suitable proxy datasets. Nevertheless, chapgesented in the study earn vital
importance when we consider the socio-economicffef the environmental pressures. The
melt water reduction will result in limited watevalability for the agricultural and power
production downstream and may results in a shifdlo-season cropping pattern upstream.
This emphasizes the necessary revision of WAPDAa future plan i.e. Water Vision 2025
and recently released first climate change poligyhe Government of Pakistan, in order to

address adequate water resources management aregdlanning in relevant direction.
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1308 Table 1: Characteristics of the gauged and derniggbns of UIB. Note: *Including nearby Skardu aait stations for the Karakoram and
1309 Deosai station for the UIB-Central regions. Derigadige times series are limited to common lengtin# series of the employed gauges, thus
1310 their statistics.

S.  Watershed/ Designated Expression Designated Name Area Glacier % % of UIB  Elevation Mean % of UB No
No. Tributary  Discharge sites for deriving of the Region (km?) Cover Glacier Glacier Range (m) Discharge Discharge of Met
approximated (km?»  Cover Aboded (m’sh) Stations
Discharge
1 Indus Kharmong UIB-East 69,355 2,643 4 14 2250-7027 451 188 1
2 Shyok Yogo Eastern-Karakoram 33,041 7,783 24 42 2389-7673 360 15 1
3 Shigar Shigar Central-Karakoram 6,990 2,107 30 11 2189-8448 206 8.6 1
4 Indus Kachura Indus at Kachura 113,035 12,397 11 68 2149-8448 8107 44
5 Hunza Dainyor Bridge Western-Karakoram 13,734 3,815 28 21 1420-7809 328 136 4
6 Gilgit Gilgit Hindukush 12,078 818 7 4 1481-7134 289 12.0 5
7 Gilgit Alam Bridge UIB-West-upper 27,035 4,676 21 25 1265-7809 631 27.0 9
8 Indus Partab Bridge Indus at Partab 143,130 17,543 12 96 1246-8448 1788 74.3
9 Astore Doyian Astore at Doyian 3,903 527 14 3 1504-8069 139 5.8 3
10 UIB Besham Qila uUiB 163,528 18,340 11 100 569-8448 2405 100.0 18
11 4 -2 -1 Shigar-region 305 12.7
12 2+ 3+5 Karakoram 53,765 13,705 25 75 1420-8448 894 372 *8
13 2+11+5 derived Karakoram 993 41.3
14 4-1 UIB-Central 43,680 9,890 23 54 2189-8448 627  26.1 *4
15 10-4 UIB-West 50,500 5,817 13 32 569-7809 1327 55.2 14
16 10 -4 -7 UIB-West-lower 23,422 1,130 7 6 569-8069 696 28.9 5
17 1+16 Himalaya 92,777 3,773 5 20 569-8069 4711 47.7 7
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Table 2: List of Meteorological Stations and thegitributes. Inhomogeneity is found only in
Tn over full period of record. Note: (*) repres@mtomogeneity for 1995-2012 period only.

S.  Station Name Period From Period To Agency Longitude Latitude Altitude Inhomogeneity at

1 Chillas 01/01/1962 12/31/2012 PMD 35.42 74.10 125  2009/03

2 Buniji 01/01/1961 12/31/2012 PMD 35.67 74.63 1372 1977/11

3 Skardu 01/01/1961 12/31/2012 PMD 35.30 75.68 2210

4 Astore 01/01/1962 12/31/2012 PMD 35.37 74.90 2168 1981/08

5 Gilgit 01/01/1960 12/31/2012 PMD 35.92 74.33 1460 2003/10*

6 Gupis 01/01/196 12/31/2011 PMD 36.1% 73.4( 215¢ 1988/1.
1996/07*

7 Khunjrab 01/01/1995 12/31/2012 WAPDA 36.84 75.42 4440

8 Naltar 01/01/1995 12/31/2012 WAPDA 36.17 74.18 928 2010/09*

9 Ramma 01/01/1995 09/30/2012 WAPDA 35.36 74.81 9317

10 Rattu 03/29/1995 03/16/2012 WAPDA 35.15 7480 187

11 Hushe 01/01/1995 12/31/2012 WAPDA 35.42 76.37 7530

12 Ushkore 01/01/1995 12/31/2012 WAPDA 36.05 73.39 3051

13 Yasin 01/01/1995 10/06/2010 WAPDA 36.40 7350 82

14  Ziarat 01/01/1995 12/31/2012 WAPDA 36.77 74.46 023

15  Dainyor 01/15/1997 07/31/2012 WAPDA 35.93 74.37 1479

16  Shendoor 01/01/1995 12/28/2012 WAPDA 36.09 72.55 3712

17 Deosai 08/17/1998 12/31/2011 WAPDA 35.09 75.54 14N

18  Shigar 08/27/1996 12/31/2012 WAPDA 35.63 75.53 3672

Table 3. List of SWHP WAPDA Stream flow gaugingti&tas in a downstream order along
with their characteristics and period of recorddug&auge is not operational after 2001.

S. Gauged Discharge Period Period Degree Degree Height
No.  River Gauging From To Latitude Longitude meters
Site
1 Indus Kharmong May-82 Dec-11  34.9333333  76.2166667 2542
2 Shyok Yogo Jan-74 Dec-11  35.1833333  76.1000000 6924
3 Shigar Shigar Jan-85 Dec-98 35.3333333  75.7500000 2438
& 2001
4 Indus Kachura Jan-70 Dec-11  35.4500000 75.4166667 2341
5 Hunza Dainyor Jan-66 Dec-11  35.9277778  74.3763889 1370
6 Gilgit Gilgit Jan-70  Dec-11  35.9263889  74.3069444 1430
7 Gilgit Alam Bridge Jan-74 Dec-12  35.7675000 74Z&%2 1280
8 Indus Partab Bridge Jan-62 Dec-07  35.7305556 22282 1250
9 Astore Doyiar Jar-74  Aug-11  35.545000 74.704166 158:
10 UIB Besham Qila Jan-69 Dec-12  34.9241667 728849 580
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1337  Tabular Figure 4: Trend for Tx, Tn and DTR%@ yr* (per unit time) at monthly to annual
1338 time scale over the period 1995-2012. Note: metegical stations are ordered from top to
1339  bottom as highest to lowest altitude while hydraioestations as upstream to downstream.
1340  Slopes significant at 90% level are given in boldilesat 95% are given in bold and lItalic.
1341  Color scale is distinct for each time scale whdue lfred) refers to increasing (decreasing)
1342  trend

Variable Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIJFMAM JJA SON Ann.
Tx Khunrab 0.01 -0.01 0.0 0.03 0.12 -001 -0.09 0.06 -016 0.01 012 0.07 0.05 0.07 -0.05 0.04 0.04
Deosai 0.02 -0.05 0.07 -001 0.06 001 -019 -0.01 0.00 0.02 0.06 005 0.08 0.06 0.03 0.02/ 0.06
Shendure| -0.17 -0.09 001 -003 -0.06 -0.10 -0.13 -0.07 -0.22 -0.06 0.04 -0.11  -0.08 -0.060Md -0.05 -0.05
Yasin 0.00 -0.03/ 0.13 -0.02 0.10 0.03 -0.16 -0.08- 0.12 -0.02 -0.10 0.03 0.08 -0.06 -0.01 0.05
Rama -0.06 -0.07 0.02 -0.11 0.14 0.04 -0.11 -0.09}-0.29 -0.10 0.01 0.00 -0.04 -0.04 -0.07 -0.07-
Hushe -0.05 -0.01 0.09 0.00f 0.17 -0.06 -0.09 0.02/ -0.20 -0.09 0.01 0.03 0.02 0.03 -0.02 -0.03 -0.03
Ushkore -0.04 -0.02 0.10 0.03- -0.01 -0.12 -0.06 -0.22 -0.05 0.06 -0.01 0.02 0.08 -0.05 -0.02 -0.01

Ziarat 000 -0.01 012 002 043 009 -0.11 -003 -0.21 -004 009 004 006 006 -002 -0.04 001
Naltar ~ -0.04 -0.04 010 -0.03 010 003 -012 -0.03 -0.19 003 -001 001 -0.02 007 -003 -0.05 0.00
Rattu | -0.16 -0.10 004 -0.03 011 014 -0.06 -0.05 -0.17 -023 0.04 -0.15 -0.03 -0.03[%0l07|
Shigar  -0.04 -0.08 -0.02 -0.088088 -015 -0.08 003 -0.01 -009 011 001 -0.02 -0.02 -0.02
Skardu | 010 008 012 004 004 -0.08 -0.10 006 -0:23 -010 -0.04 -0.05 -0.02 0.3 -0.02
Astore 009 0.00 003/708 006 -005 -0.03 -0.15 011 005 0.04 o.os. 001 -0.05 0.02
Gupis -0.05 0.03 041/ 020 001 -009 -013 -009 012 012 003 011 003 0.03 1007
Dainyor -0.04 -0.08 002 015 -019 -0.18 001 -015 -0.04 0.0 -0.07 -0.06 014 <008 -0.01 -0.02
Gilgit 009 -007 012 003 015 002 -0.15 -0.08/°0:31] -0.07 007 -0.05 -0.04 006 -0.05 -0.08 -0.05
Buniji 009 -0.08 013 004 011 007 -001 004 -0.22 -012 001 -0.08 000/ 011 002|007 -0.02
Chilas 009 -003/ 0.16 001 013 001 -0.15 -0.06 -0.24 000 003 -0.06 -0.05 008 -0.07 -0.05 -0.06

Tn Khunrab | 0.25 [J6#26] 0.16 0.03/7018 -002 -004 000 001 0050:27 o.10l82# 008 -0.01 0.06-

Deosai 0.02 0.09 021 000 0.01 000 0.03 -0.02 -0.08 0.03 0.09 000 0.06 0.10 -0.02 0.05

Shendure 0.04 -0.03 0.10 0.06 0.05 0.00 -0.06 0.00 -0.10 -0.01 0.10 0.08 0.09 0.07 -0.03 0.01 0.05
Yasin 009 007 012 0.02 0.10 0.01 -011 -0.05 -0.21 0.10 0.04 -0.08 0.06 0.11 -0.04 0.03-
Rama -0.08 0.10 0.05 0.02 0.06 001 0.00 001 -009 0.00 0.11 007 -002 003 003 0.02 0.02
Hushe 0.00 0.14 008 0.02 0.14 -0.04 -0.08 0.04 -0.09 -004 0.04 001 0.06 006 -001 0.01 0.01
Ushkore -0.06 0.05 0.08 0.09 0.13 000 -004 -002 -0.16 -0.09 0.08 0.01 0.00 0.08 001 -001 0.00

Ziarat 012001231 011 004 004 004 -0.08 001 -0.10 -001 009 0097 007 o000 0017006
Naltar ~ -0.01 008 010 002 -0.01 -0.03 -0.10 -0.01 -0.07 000 -0.03 0.00 -0.07 010 -003 -0.01 0.04
Rattu ~ -0.05 0.0 -0.08 -0.02 006 005 -0.07 001 -012 -002 007 001 004 -003 001 -0.08 -0.04

Shigar 003 002 -001 -0.03[:021 -009 -0.07 005 007 -011 005 004 001 -0.02 -006 -0.01 0.01
Skardu  -0.03 0.08 -0.02 -002 -007 -0.11 -0.15 -0.08 -0.10 -0.12 -0.14 -0.11[JEGW8 -0.01] -0.12
Astore 001 009 005 003 -002 002 -0.07 001 -0.10 -005 005 -0.08 006 0.1 -001 -0.03 -0.02

Gupis | -015 -0.03[0:9 011 009 003 -004 004 -007 -0.03 -0.12 -0.14 -011 0.4 -004 009 001
Dainyor | -0.13 001 0.13 001 011 -0.04/-0.17 0.03 -0.06 -002 -0.06 -0.05 001 007 -0.03 -0.04 0.01
Gilgit 003 010 006 004 004 005 -0.01N026MM0%B6 005 009 -001 008 0.07 006

Buniji 001 003 005 003 002 004 -001 017 001 003 013 000 002 005 006 004 0.03

Chilas  -0.09/-0.18' 001 -0.07 002 -005 -0.11 -0.08[%0121 0.10 0.00 -0.06 E0H8| -0.05 -0.07 -0.11 0107

DTR  Khunrab = -0.10 [H0I251EGI80] “0:19/0124] -0.08 -0.13 -0.11 -0.11 -004 -0.03

Deosai |~ 007 -0.09 001 011 -0.05 005/ 016081 001 002 -0.01
Shendure -0.06 -0.09 -0.26 -0.29 -0.17 -0.08 -0.03 -0.05 -0.09 -0.07 -0.05
Yasin 013 -0.23 -005 -0.15 -0.12 -0.20 -0.13 -0.11 -0.22 [*0:58] -0.24
Rama  -005 -0.16 -0.04 -0.11 -0.04 -0.02 -0.15 -0.13 -0.27 -0.20 -0.08
Hushe  -0.08 -0.17 -0.01 -0.05 -0.02 000 -0.03 -0.02 -0.07 000 -0.03
Ushkore 000 -0.06 -0.02 -0.08 -0.01 -0.05 -0.01 -0.02 -0.08 -001 -0.02

Ziarat -0.09 -0.26 002 -0.02 001 -0.01 -0.05 -0.01 -0.10 -0.03 -0.03
Naltar -0.06 -0.15 002 -0.06 0.06 -0.02 -0.02 -0.02 -0.09 -0.03 -0.03
Rattu -0.10 -0.16 -0.04 -0.10 0.02 -0.04 -0.09 -0.11 -0.18 -0.16 -0.18

Shigar | 008 0.00 -005 000 001 003 -0.03 -0.01 -0.07 001 0.08
Skardu  -0.04 -0.14 006 001703 006 -0.01 -002 -0.21 004 003/ 014 -007 007 -001 -0.01 0.0
Astore  -0.02 -0.13/ 03| 000 005 000 -0.03 -007 -0.08 003 -0.03 0.04 -009 006 -002 -0.05 -0.01
Gupis 004 000/ 015 -001 010 -001 -0.03 -0.10 -0.050/16110/16" 0:15Ma%3] 0.07 -0.06/ 0.09"70:69

Dainyor -0.05 -0.09 006 -0.11 -0.21 -019 -011 -0.07 -0.10 -044 -0.01 -0.07 -0.09 -0.07 -0.12
Gilgit 2013 -0.19 005 -0.02 0.0 -0.13 -0.27 -0.26 EON8Z -0.18 -0.09 -0.02 -0.11 -0.03 -0.15

Bunji 004 -0.14 005 003 004 -0.01 -0.03 -0.04 -0.27 -003 -0.16 -0.10 -0.07 006 -0.01/-0.14 -0.05
1343 Chilas 007 0090623l 011 043 003 004 004 000 008 001 004/ 0HONGME o002 002 002

1344
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1345  Tabular Figure 5: Same as Table 4 but trend slapes$or Tavg irfC yr?, for total P in mm
1346 yr* and for mean Q in fa’yr. Color scale is distinct for each time scale whete, yellow
1347 and orange (red, green and cyan) colors refer toedse (increase) in Tavg, P and Q,
1348  respectively

Variable  Stations Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DIF MAM JA SON Ann.

Tavg Khunrab 013 009 013 0050008 000 -006 006 -013 0.0500:47 010M0MEl 009 -003 006
Deosai 006 001/ 0.15| 000 007 001 -007 003 -005 002 008 001/ 0.0 006 003 004
Shendure 005 -0.05 005 002 002 -005 -0.10 -0.05 -0.15 -004 006 -0.03 001 -004 -0.05 -002 001
Yasin 002 001 013 001 006 004/ -019 -0070%0:27] 011 001 -008 0040088 -005 o0.02 JNGGE
Rama 012 002 005 -006 007 001 -0.03 -0.03/ -0.19 -009 005 002 002 000 000 -001 -0.04
Hushe 003 005 006 002/ 014 -005 -007 002 -013 -007 003 004 001 006 -0.01 000 -0.01
Ushkore 007 000 008 00508024 000 -0.03 -003 -0.17 -009 006 001 004 009 -001 -002 001
Ziarat 00401 010 000 009 006 -009 -003 -0.15 -0.03 009 003/ 0.08 007 -002 0001005
Naltar 003 001 008 -005 -011 -007 -0.12 -0.06 -0.17 000 -003 001508 007 -0.04 -0.04 001
Rattu 011 001 -005 -0.04 009 010 -0.04 000 018 -007 004 -0.10 -006 003 000 -0.05 15005
Shigar 005 002 000 -006E0B0 -0.13 -013 004 004 -0.14 007
Skardu 002/ 011 007 001 002 -010 -0.15 004 -0.17 -0.11 -0.06
Astore 010 003 012 001/7043 003 -005 000 -0.14 -0.09 0.03 003 001

Gupis -0.08 -o.os- 009 013 000 -005 -005 -0.08 006 0.04 -0.07 002 -001/ 003
Dainyor -0.06 -0.02 0011048 -0.08 -0.15 002 -011 -0.04 004 -0.09 004 004 0.00
Gilgit 002 001/ 011 003 006 004 -006 005 -009 000 0.8 005 003 008 -002 000 003
Bunji 006 -0.02 006 002 005 002 000 009 -007 003 006 -0.06 003 008 006 000 001
Chilas -002/-014 006 -0.02[10d6 -0.03 -0.12 -007] 0.9 -007 001 -0.06[0.09] 003 -0.06  -0.08 067
P Khunrab 3.64 259 -221 -155 -147 010 035 080 1.82 -104 093 234 886 -909 -174 165 614
Deosai 007 128 -1.42 066 -127 -089 -040 -100 -077 -042 -081 032 140 -450 000 -199 -7.87
Shendure 1.54 275 135 213 060 212 1.83 1.38 145 124 140 120 571 4.50 4.82 3.58
Yasin 133 1.86 059 025 122 -050 145 002 092 -021 006 274 609 060 132 026 11.70
Rama 077 000 -650 -8.55 -4.52 -2.16 -2.35 -1.89 -1.44 -2.05 -374 203 700 -25.44 -8.41 -14.60 -43.92
Hushe 065 024 -123 030 -197 -121 -171 -0.60 073 -064 011 072 3.47 -451 -428 070 -554
Ushkore 056 -0.59 -2.33 -102 -197 -093 000 -009 101 -0.61 -048 009 -013 -457 -154 -042 -3.83
Ziarat 091 -056 -4.18 528 -1.83 025 -067 -018 1.20 -058 -043 -0.61 -359 -9.10 -171 -021 -16.32
Naltar 375888 449 036 275 -217 043 -233 132 036 -070 13[O8 -839 -099 242 -0.28
Rattu 1.36 213 008 036 026 053 0.91 075 095 0.84 0.69 153 443 123 181 236 1064
Shigar -024 -089 -107 -262 205 -033 175 080 240 113 018 149 -167 -8.36 078 3.08 -7.04
Skardu 064 162 060 019 -0.74 -047 -007 -044 046 000 000 020 041 089 -126 049 129
Astore 000 041 012 -1.41 -048 -016 -008 -029 057 000 000 029 150 -136 -163 034 -0.16
Gupis 065 0.97 0.81 038 -006 -133 -1.07 -049 006 035 026 0.89 281 029 -3.49 043 446
Dainyor 021 042 051 055 067 1.24 091 -071 -039 000 000 000 168 1.81 309 -034 669
Gilgit 098 045 -1.94 -134 -157 -073 029 -3.99 032 000 000 030 000 -9.39 -9.60 -092 -20.31
Bunji 001 010 -1.06 -2.34 017 020 -034 -022 056 -001 000 011 -047 -268 -051 006 009
Chilas 000 013 014 -156 016 029 -051 013 137 -010 000 007 022 -081 -080 186 053
Q UIB-East -0.80 000 004 011 -419 200 -165 670 -474 -545 -2.46 -137 -0.75 -2.64 -2.62 -0.86 -1.73

Eastern-Karakoram 0.06 0.08 -0.10 0.00 196 0.96 -22.97 092 -884 -1.06 0.50 -0.09 0.29 0.67 030 -441 -0.95
Central-Karakoram 0.96 1.28 1.56 -0.84 3.74 -8.94 -37.93 -9.08 -598 0.71 250 276 113 113 -21.61 110 -1.56

Kachura 033 139 1.06 -0.33 -2.08-22.50 -50.04 -16.74 -4.25 -2.18 0.59 2.64 0.46 -0.81 -18.90 -2.63 -4.97
UIB-Central 219 1.81 202 -0.84 6.89-18.08 -43.79 -20.20 -4.88 1.05 4.38 234 200 179 -1834 201 -2.47
Western-Karakoram 1.0 1.00 150 2.00 059 12.09 -453 -4.09 6.40 3.50 3.82 2.03 1.88 100 -164 543 250
Karakoram 1.88 2.00 133 1.00 -5.82 -7.80[ 6497 -37.17 -9.48 0.60 897 597 1.65 0.11 -2443 564 -3.90
Hindukush 087 026 015 127 205 3.49 -661 1402 7.03 217 182 106 075 100 3.94 4.44 4.00
UIB-WU 124 1.02 139 238 16.85 1238 -25.48 -1550 -1.28 0.69 098 0.52 055 776 -3.68 045 -1.25
Astore 005 000 022 050 7.65 426 -3.01 500 -1.00 -1.11 -0.67 0.00 0.00 220 1.97 -0.89 2.16
Partab_Bridge 1.00 -0.13 3.60 8.80[163122 -34.86 -39.86- 29.65 0.69 8.89 15.12 8.40] 36.29 9.81
UIB-WL 1.88 041 6.39 -0.52 41.58 59.50 28.19 30.99 16.18 517 233 1.92 19.90 16.02
UIB-WL-Partab -3.00 080 -4.38 -0.82[J8789) 51.53 9.00 17.67 2.71-12.24 1.40 -6.00 -3.74 28.32 -3.00
UIB_West 245 137 543 242[61.35 5489 0.21|42.93 2824 13.68 587 138 200 23.43 4418 17.71
Himalaya 0.30 -0.32 4.10 0091 43.99 62.23 12.43[§83188 2243 9.97 232 023 117 26.64.57.88 7.75
1349 uiB 1.82 5.09 537 -2.50 11.35 14.67/-46.60 41.71 3522 10.17 529 075 191 1572 -140 1935 4.25
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Tabular Figure 6: Results from low altitude stasidor the full length of available record (as
given in Table 2 and 3) for Tx, Tn, Tavg, DTR an@#&nfall) at monthly to annual time
scales in respective units as per Tabular Figueasd4s.

Variable Stations Jun Jul Aug Sep Oct Nov Dec DIF MAM JJA SON Ann.

b Skardu 002 001 000 002 0.3 001 0.04
Astore 002 001 001 -001 002 000 002 0.03 0.04 0.02 001 0.02 0.02
Gupis 002 002 003 0.04 002 -003 -001 0.04 “ 0.04 004 002 0.03 0.02
Gilgit 0.04 0.03 0.04 0.05 001 002 001 002 0.04 004 001 002 0.02
Bunji 0.02 001 0.04 000 001 2004 0.03 002 0.02 o.oz- 002 0.0
Chilas 001 -001 003 001 002 002 002 002 000 000 001 000 0.02 0.00

™ Skardu 000 002 000 -001 -001 -0.04 -0.04 -0.04 -0.04 -0.05| -0.02 001 001 000 -0.04 -0.04 -0.02
Astore 002 001/ 0.03 000 -002 -0.02 -001 000 0.02 001 0.01_& 0.01
Gupis -0.04 002 001 003 -0.01JEGI070=0.06 W=0107) -0.05| -0.03 -0.03 -0.01 -0.03 -0.02 -0.05
Gilgit 000/ 0.08 000 001 001 -0.02, -0.05 -003 -001 -0.02 -0.01 001 001 000 -0.03 -0.02 -0.01
Bunji 001 0011003 000 000 -003 -0.04 -003 -003 -003 000 001 001 001 -0.04 0.04 0.00
Chilas 001 0017003 -002 -001 -0.03 -002 000003004 0031 002 -0.02 000

Tavg  Skardu 0.03 0.02 001 002 -002 001 000 0.02 003 0.3 0.03 -002 000
Astore 002 001 000 -001 -0.02 000 001 0.03 002 0.01_& 0.02
Gupis 000 000 0.00 001 0.03 20,03 000 001 002 000 0.01 -0.01
Gilgit 0.02 0.03 002 002 -0.03 -0.03 -0.02 -001 0.03 0.03 0.03 0.2 -0.03 000 000
Bunji 000 001 002 -0.01 -0.01 000 001 001 001[890:04) 0.03 0.00
Chilas 002 000 001 001 003 003 -002 -002 -002 000 0.02 002 001 002 -0.03 000 0.00

DTR  Skardu 0.06 002 0.05 0.07. 0.09 005 006 003 0.060091009 0.05 0.05 007 o.05 Nolog) 006
Astore 0.04 000 001 002 002 -0.02 001 002 001 0.02 002 001 002 00l 000 0.02 0.02
Gupis [0.08 0.06 0.05 0.0770003] 006 0.06 0.04* o.asr
Gilgit 004 002 0.04 0.07 0.6 000 005 0.04 0.05 0.05 0.05 0.04 0.04 0.03 0.04
Bunji 0.04 001 0.03 001 003 000 000 -001 003 002/0.06 004 0.04 002 000 003 0.02
Chilas “ 000 000 000/ -0.03 -001 001 001 -0.01 -0.02 -0.03. 0.00 -0.01 -0.01.

P Skardu 016 016 -002 008 006/ 0.9 007 000 000 0.5 045 029 012
Astore 000 -028 -0.78 -051 -0.25 019 006 002 -0.05 002 0.08 024 -131 045 006 -1.33
Gupis 0.08 004028688 008 0.00 018 000 000 000 000 011 020 032 -0.09 G0l
Gilgit 000 000 -0.02 005 -0.05 001 001 003 000 000 000 002 -0.44 028 010 038
Bunji 000 -006 -014 002 -017 009 005 012 011 -0.03 000 0.00 013 -0.59 036 009 0.21
Chilas 000 003 -012 000 -001 010 007 007 0.07 -0.02 000 0.00 025 -0.12, 051 003 0.70

Q UIB-East 058 0.89 1.18 080 008 -12.94 -21.37 -1053 -142 -0.18 0.06 0.16 055 110 -14.86 -0.57 -1.59

Eastern-Karakoram  0.00 0.00 -0.04 -0.08 1.79 6.46 5.17 681 434 1.31 0.24 0.00 0.07 041 7.08 2.05 2.43
Central-Karakoram  0.32 -0.07 -0.51 -0.67 6.13 385 -1.22 6.30 -7.40 -4.08 -1.36 -0.29 -035 175 6.22 -2.80 0.31

Kachura 1.04 140 1.19 043 6.06 12.88 14.75- 14.27 3.69 1.14 113 1.12 2.67- 612 7.19
UIB-Central 035 021 -0.19 -0.43 9.99 (12049 13.74 -4.95 -2.15 -0.80 -0.29 030 2.76 284 330
Western-Karakoram  0.04 0.00 000 000 029 -3.75 -12.69 -13.75 -2.14 -024 018 020 013 024 -10.23 -0.59 -2.55
Karakoram 028 -020 -060 033 9670488 829 813 -757 -2.18 059 063 0.15 4.17[JPABY 436 6.44
Hindukush 000 005 004 019 3.31 -1.00 -085 011 064 023 015 013 004 125 024 031 048
UIB-WU 0.58 0.60 0.33 051 355 -186 -12.74 -12.50 068 148 1.02 071 048 130 -6.83 122 -0.95
Astore 028 024 0.32 097 352 129 -062 054 016 028 032 023 031 163 043 028 0.76
Partab_Bridge 101 049 044 1.93[|48103] 1307 1285 837 974 3.84 2.61 1.63 174 6.84 705 4.93 4.72
UIB-WL 194 1.96 3.49 017 289 -1290 -2595 -12.06 -135 157 1.94 2.35 1.92 193 -1382 048 -2.63
UIB-WL-Partab 158 1.87 2.11 082 -030 -22.26 -1635 -17.07 002 -220 023 118 1.32 034 2210 -0.99 -5.40
UIB_West 202 2.01 2.73 112 800 -19.88 -32.88 -23.24 513 195 2.59 2.40 2.18 399 -25.21 093 -4.03
Himalaya 3.23 3.91 4.73 233 -033 -32290969/33] -17.55 -461 -005 3.40 2.05 3.37 686 -4009 -0.72 -6.13
uiB 3.00 3.33 3.53 062[12.97 884 -1331 324 819 4.03 3.92 3.04 3.04 500 -615 5.14 223
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1358  Tabular Figure 7: Field significance of the clinsatiends for all regions considered along
1359  with trend in their Q at monthly to annual time Issaover the period 1995-2012. Color scale
1360  as in Tabular Figure 5.

Regions Variables Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec DJF MAM JJIA SON  Ann.

Astore i 017 021 042 -0.16 -0.06
) -0.10 -0.10 -0.12 -0.10
Tavg -0.15 -0.13 -0.21 -0.05
DTR -0.22 -0.13 -0.17 -0.07 -0.06 -0.08
P 373 750 -460 -218 -1.90 -1.80 -2.11 -19.25  -6.02 -18.93 -38.01
Q 0.05 0.00 0.22 0.50 68l 4268045000 -1.00 -1.11 -0.67 0.00 0.00

Hindukush T -0.11 0.23 -0.19 -0.29 -0.18 012 -0.09
I 0.25 0.24 -0.18 -0.24 009 0.0
Tavg 0.18 011 008 -0.25 -0.13 -0.10
DTR 0.21 011 -018 -025 -028 -0.19 -036 -0.40 -0.52 -0.38 003 -0.16 -0.18 -0.33 -0.20
P 130 -1.94 1.00 1.05 031 131 473 -1019 -9.80 2.39
Q 087 026 015 127 205 3.49[JFClTEA02 7.03 217 1.82 106 075 1.00

Himalaya it 017 -0.10 -0.22 021 -0.19 -0.28 -0.16 0.07 -0.12 -0.06
I -0.23 0.26 014 015 018 -0.16 -0.18 -0.14 -0.18 013 014 0.02
Tavg -0.15 0.25 018 017 -0.18 -0.18 -0.09 -0.08 -0.11 010 -0.13 -0.07
DTR .02 020 0.18 -0.18 013 -018 -036 -0.25 -0.12 -0.08 -0.19 -0.09
P 229 571 460 -218 -1.90 -1.80 -2.11 0.42 1215 -6.02 -18.93 -38.01
Q 0.30[F082 4.10 091 4399016223 12.43[J83\8] 2243 997 232 023 117 26.64[J5H88 7.75 246l

West Karakoram Tx 0.23 -0.18 -0.17 -0.16 -0.06
) 0.22 0.13 -0.13 0.17 0.05
Tavg -0.15 0.22 -0.09 -0.14 -0.15
DTR -0.22 -0.13 -0.17 -0.07 -0.06 -0.08
P 117 1.09 381 9.08
Q 120 1.00 150 2.00 0.59 [JIZOSINEAS3INEA08 6.40 3.50 3.82 2.03 1.88 1.0

Karakoram it -0.11 0.23 -0.18 022 -0.16 -0.06 012 -0.06
I -0.11 0.23 -0.18 0.22 -0.16 -0.06 012 -0.06
Tavg 0.22 013 014 014 025 046 -0.16 -0.18 -0.16 0.17 -0.08 006 -0.05
DTR -0.15 0.22 -0.09 015 008 -0.16 -0.12 -0.09 013 -0.14 -0.08
P 295 1.97 117 172 158 215 143 240 269 639 539 576 45.07
Q 1.88 200 1.33 1.00 -582 -7.80[6497 37.17 -9.48 0.60 J88A'5:97 1.65 0.11

UIB Central it -0.26 0.20 -0.16 -0.12
) 0.26 014 -0.20 -0.16 -0.18 -0.16 017 -018 0.02
Tavg 0.25 -0.20 -0.18 -0.15 -0.09 013 -0.14 -0.08
DTR 0.13 0.09
P 295 1.97 235 158 215 143 240 157 599 539 576 45.07
Q 219 1.81 2.02 -0.84 [J6H8E -18.08[48I78] 2020 -4.88 1.05[4.38 2.34

uiB T -0.14 0.11 0.40 -0.20 .22 -0.20 -0.25 ©0.09 -0.12 -0.09
I 049 0.38 013 031 -0.17 037 -014 0.27
Tavg 0.37 015 013 -0.18 -0.16 -0.11 010 -0.12 -0.08
DTR -0.19 -0.14 017 -024 025 -0.38 011 -013 -0.10 -0.17 -0.09
P 217 117 -1.42 240 165 1.10 197 598 -1149 -7.91 3.68
Q 1.82 5.09 537 -250 11.35 14.67 F46GOAIANNG5D2| 10.17 529 075 191

UIB West it 014 011 023 -0.18 022 021 -0.25 -0.11 0.09 -0.12 -0.10
) 012 022 -0.18 -0.13
Tavg -0.15 0.20 013 013 -0.19 -0.19 -0.11 011 -0.07
DTR -0.18 -0.20 -0.10 -0.16 017 -024 -027 -038 010 013 -0.10 -0.19 -0.10
P 217 571 117 240 1.40 171 690 -11.49 -791 2.63
Q 245 137 543 242 |J6HSSIISA80 0.21[142193] 28.24 13.68 5.87 138 2.00]23.43|HENE| 17.71 2267

UIB West Lower Tx 017 0.10 -0.16 -0.21 -0.20 -0.28 -0.16 -0.07 -0.13 -0.06
i -0.23 010 0.8 -0.12 -0.18 -0.08 -0.12
Tavg -0.15 013 017 -0.19 -0.07 -0.11 0.06 -0.11 -0.07
DTR 015 020 0.18 -0.18 013 -018 -036 -0.25 -0.12 -0.08 -0.19 -0.09
P 229 571 460 -218 -1.90 -1.80 -2.11 0.42 1215 -6.02 -18.93 -38.01
Q 1.88 041 639053 41.58[159:50) 28.19[JEMBE] 30.99 16.18 5.17 2.33 1.92 19.90 [J65IS8] 16.02 |[25NAA

UIB West Upper Tx 014 011 023 -0.18 022 021 -0.25 -0.11 0.09 -0.12 -0.10
) 0.22 0.13 013 025 024 -0.18 024 0.17 009 010 005
Tavg -0.15 0.20 -0.09 013 008 -0.20 -0.13 -0.10
DTR 021 022 -0.11 -0.18 -0.25 -0.28 -0.19 -036 -0.28 -0.52 -0.38 -0.17 006 -0.16 -0.11 -0.19 -0.11
P 130 -1.94 117 1.09  1.00 140 031 214 690 -10.19 -9.80 2.63

1361 Q 124 1.02 1.39 2.38 JBI85) 12 38E95W8| -1550 -1.28 0.69 098 0.52 0.55 [ZIZGINES68| 0.45 SIS
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1363 Figure 8: Trend per time step of cooling (downward) and warming (upward) in Tx, Tn and Tavg, and
1364  increase (upward) and decrease (downward) in DTR and in P for select months and seasons.
1365  Statistically significant trends at > 90% level are shown in solid triangle, the rest in hollow triangles.
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Figure 9: Hydroclimatic trends per unit time foetheriod 1995-2012 against longitude.
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Figure 10: Hydroclimatic trends per unit time foetperiod 1995-2012 against latitude. Here

for DTR only overall trend changes over the whd@83-2012 period are shown.
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Figure 11: Same as Figure 6 but against altitude.
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