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We first give a general response. It is followed by responses to the specific remarks of
the reviewer.

General response

We would like to thank the reviewer for the constructive remarks.

We have modified the manuscript in different aspects, and describe these changes
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here.

In the revised version of the manuscript, we include data from the inter-comparison
exercise Joos et al. (2012). During the preparation of our original manuscript, we were
aware of this paper (one of us is a co-author), but preferred not to use the data as it
was in review. We use the data from Joos et al. (2012) in the same way as the data
from C4MIP and LTMIP, and keep J07 (the IRFCO2 used in Ramaswamy et al. (2007))
as our reference IRFCO2 .

We compare our results with results from other studies, i.e., Reisinger et al.
(2010), Reisinger et al. (2011), and Joos et al. (2012). To make this comparison
easier, we now show 5- and 95-percentile values (instead of 10- and 90-percentile
values), as used in Reisinger et al. (2010) and Reisinger et al. (2011). To present
the impact on emission metrics, we now treat the horizon range from 20 to 500 yr
continuously, not only the values at 20, 50, and 100 yr.

We acknowledge that the numbers in Figs. 3, 4, and 5 are difficult to read. We
have replaced these figures, and the information is now presented in a different way.
Figure 3 shows the (absolute) value of the metrics, while Figs. 4 and 5 show (i) the
difference between the median of the metric distribution and the reference value, and
(ii) the difference between the 5(or 95)-percentile value and the median. We do not
show anymore the combined impact of variation in IRFCO2 and IRFT (originally shown
in Fig. 5), as the spread is determined by the largest individual component. To allow
the comparison of spreads caused by IRFCO2 and IRFT , we indicate the spread in GTP
caused by variation in IRFCO2 also in Fig. 5. We neither show the impact of variation
in IRFT onto the iGTP, as this impact is much smaller than the impact from variation
in IRFCO2 . We added two tables, containing the principal results for a time horizon of
100 yr.
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We explain in some more detail the numerical method used to estimate the pa-
rameters ("probabilistic inverse estimation theory"). For example, we mention the
a priori values for the parameters we have used, and indicate that no correlation is
assumed among the a priori parameter values, or among the results from the different
years in the data from CC-models or AOGCMs.

We have considerably modified the introduction (Sect. 1). We hope to make the
aim of the manuscript more clear, and additionally refer more to other work done in
the field of metrics, i.e., Wuebbles et al. (1995) Tanaka et al. (2009), Reisinger et al.
(2010), Reisinger et al. (2011), and (Joos et al., 2012). We think that there is now less
overlap between Sect. 1 (Introduction) and Sect. 2 (Emission metrics and IRFs). Also
the second part of Sect. 4, describing the impact of variation in IRFCO2 and IRFT on
the metric values, has been considerably modified.

Response to comments

The comments and remarks of the reviewer are written in italic font. The responses of
the authors are written in standard font.

Olivié and Peters derive impulse response functions for CO2 and temperature
using data from various model inter-comparison projects (C4MIP, LTMIP for CO2;
CMIP3, CMIP5 for temperature) and explore the impacts of the spread in IRFs on com-
mon emission metrics such as global warming potential (GWP), global temperature
potential (GTP) and integrated global temperature potential (iGTP).

I have several concerns with this study, which are detailed below:

1. Derivation of IRF from model-ensemble simulations. The authors derive CO2

and temperature IRFs from various inter-comparison projects with very different
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experimental setups. Accordingly, the spread in the derived IRFs is large. The
authors briefly mention that some types of simulations (e.g. exponentially grow-
ing CO2 emissions as in the C4MIP experiments) are not appropriate for deriving
IRFs, yet there is no discussion about the suitability of the derived IRF distribu-
tions. I.e. are all derived IRF distributions equally suitable for the construction
of reduced-form models or computation of emission metrics? Another limitation
is that this study does not allow for a clear separation the effect of model dif-
ferences (all inter-comparison projects include different subsets of models) and
differences in experimental setup (e.g. size of the emission pulse, timing of emis-
sions, coupled versus uncoupled simulations) on the spread in the derived IRFs.
I.e. how does the size of the emission pulse, the timing of emissions or the con-
sideration of climate-carbon cycle feedbacks affect the IRF? I think a more useful
approach to the derivation of multi-model IRFs would be a dedicated model inter-
comparison exercise (see Joos et al. (2012)). Such an approach would allow to
a) use the best possible experimental setup for the derivation of IRFs, b) explore
the effects of different experimental setups on the resulting IRF. Furthermore, the
same models could be used to derive temperature IRFs, eliminating the inconsis-
tency in the calculation of emission metrics (GTP, iGTP) introduced by combining
CO2 and temperature IRFs from different models.

We generally agree with the reviewer on all these comments! Specifically,
we now use the Joos et al. (2012) result which covers one specific comment.
More broadly, this comment is essentially an issue we raise in the discus-
sion/conclusions. Our intention was to take the information that was available
at the time, use this to estimate IRFs, and see what the end result was. Before
doing this, we do not know how important experimental set up will be. One rec-
ommendation from our paper is that specific model inter-comparisons (c.f. Joos
et al. (2012)) are needed to derive IRFs. One could say that a weakness of our
study is that we did not motivate the community to do such inter-comparisons.
One could also argue that a strength of the paper is that we do the analysis and
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report the issues.

In the revised version of the manuscript we now explain this situation better, but
we believe it is important these results are reported before motivating the com-
munity to do additional model runs for another inter-comparison.

2. Exploration of how the spread in IRFs impacts emission metrics. The interpreta-
tion of the results presented in this section is hampered by the poor presentation
of results, particularly in Figs. 3, 4 and 5, which are illegible (the font is way too
small and the panels contain too much information).

We have modified the figures.

3. It is unclear what the general conclusions are from this study. I.e. what type of
experimental setup is more appropriate for the derivation of CO2 and temper-
ature IRFs? Is the assumption of linear IRFs adequate, and if so under which
conditions? What emissions metrics are most/least sensitive to the choice of
IRF, and why?

The revised version now has a more thorough discussion of the key find-
ings and consequences of our results.

Specific comments

Abstract, l. 19-20 : "20-35% lower metric values" and "up to 40% higher values": what
is the reference values? The comment applies to several other statements in the
abstract (e.g. l. 22, l. 27), for which the reference value is unclear.

As reference we use the metric values obtained using the IRFCO2 from Ra-
maswamy et al. (2007) and IRFT from Boucher and Reddy (2008). These

C762

numbers refer to that. In the new version of the manuscript, we have shortened
the abstract and do not mention these differences. In the main text the numbers
are still mentioned, but there it is now clear what the reference is.

p. 938, l. 9 : Usually the term CO2 fertilization refers to the increase in ecosystem
productivity in response to higher atmospheric CO2, rather than the reduction
of CO2 uptake by vegetation due to higher temperatures, as stated in the
manuscript.

We have corrected this in the revised version of the manuscript.

p. 943, eq. 7 : It should be mentioned that the radiative efficiency AX is dependent on
the background atmospheric CO2 concentration.

We mention this now in the revised version of the manuscript.

p. 948, l. 11 : "we use the estimated climate sensitivity as an additional constraint".
How is this constraint applied?

We estimate the parameters f1, τ1, f2, and τ2 in IRFT by comparing the
global mean temperature response of the AOGCM with that of a convolution of
the IRFT with the RF evolution. In our standard approach, we consider these 4
variables as independent. In the CMIP3* approach, we impose that the sum of
f1 and f2 is equal to the value of λ given in Randall et al. (2007). In practice this
is done by using only three parameters, i.e., f1, τ1, and τ2, and replacing in the
expression for IRFT the value f2 by λ− f1.

p. 948, l. 16-17 : Clarify which CMIP5 experiment you use to derive the temperature
IRF, i.e. the instantaneous CO2 quadrupling, or the gradual CO2 increase
experiment?
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We used both scenarios simultaneously, and state this now more explicitly
in the text.

p. 949, l. 7-9 "We use a CO2 IRF with four modes ... and a temperature IRF with two
modes". Please justify your choice.

For IRFCO2 , we base the choice for four modes on the use in IPCC (2001)
and IPCC (2007).

For IRFT , we base our results on Olivié et al. (2012) who compared the use of
one, two, and three modes to emulate the behaviour of AOGCMs with IRFT . Two
modes performed considerably better than one mode, while using three modes
did almost not improve the behaviour. Also Li and Jarvis (2009) found no im-
provement for the first 500 yr when using 3 modes instead of 2 modes

p. 949, l. 16-17 and p. 950, l. 2-3 "... also taking into account how much the IRF
parameters deviate from the some a priori values". Why do you do this? And
which a priori values did you use? Please explain.

Our approach is based on probabilistic estimation theory. To estimate the
a posteriori values of the parameters, one optimizes a function (Tarantola, 2005,
page 68),

2S(x) = (g(x)− dobs)
T C−1

D (g(x)− dobs) + (x− xprior)
T C−1

M (x− xprior) (1)

where x is the vector of parameters in the IRF, dobs are the results from the CC-
model or AOGCM, and g(x) represents the results from using the time convolu-
tion of the IRF with the CO2 emission or RF scenario used in the CC-model or
AOGCM.

This expression shows that two contributions will be weighted for finding an op-
timal parameter set: (i) how close the behaviour of the IRF convolution is to the
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CC-model or AOGCM results (weighted by CD, the covariance matrix of model
and observational errors); and (ii) how close the parameters are to their a priori
values (weighted by CM , the a priori parameter covariance matrix).

p. 953, l. 28-29 "considerable difference between CMIP3 and CMIP3*": Why are the
two different? Since no detail is given on how the constraint on climate sensitivity
is applied, this statement cannot be understood.

We describe more explicitly in the revised version of the manuscript the
difference between CMIP3 and CMIP3*.

p. 954, l. 2 "The CMIP3 and CMIP3* approach ...": see previous comment.

p. 954, l. 6 How is climate sensitivity defined in this analysis?

In the original manuscript, it was defined as "the change in equilibrium
surface temperature per unit radiative forcing" (Shine et al., 2005). However,
we acknowledge that "climate sensitivity" in the literature is defined as "the
equilibrium global mean surface temperature change following a doubling of at-
mospheric CO2 concentration" (McAveney et al., 2001, page 629, Section 8.6.1).
To avoid confusion, we will use the term climate sensitivity parameter, as used in
Shine et al. (2005) and Olivié and Stuber (2010).

p. 957, l. 7-8 : The use of "underestimates" and "overestimates" suggests that the
metric values for BR08 are the "true" values. Replace with "is smaller/larger" or
something similar.

We have modified this in the revised version of the manuscript.

p. 959, l. 1 "... this problem is ignored in the metric literature". This is not a valid reason!
It would be much cleaner to derive the CO2 IRF and temperature IRF from the
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same set of models.

We agree with the reviewer on this point. Joos et al. (2012) does this. It is
nevertheless not straightforward to fit a temperature IRF to an emission of CO2

(see Joos et al. (2012) for the shape of this, and the model spread). One of us is
currently working on temperature IRFs from pulse emissions. As in our previous
comments, we are working with the literature available and the limitations within.

p. 960, l. 17 : "... the three distributions coincide in general rather well, but also show
specific differences". This sentence is incomplete. Also, what does it mean to
"coincide rather well in general"? What criteria do the authors use to establish
whether distributions are similar or not?

We admit that the description of the differences and similarities is not very
detailed, and have tried to improve this. In Olivié et al. (2012, their Tables 4, 5,
and 8) the RMSE (root means square error) is used to describe the difference
between the behaviour of AOGCMs and the convolution of IRFT . This was a
useful approach as the AOGCM experiments had a well defined length. Due to
the infinite time range of the IRFs, we think it is not appropriate to describe the
differences among IRFCO2 and IRFT with RMSE. We therefore have chosen to
describe the differences among the IRFs at certain points in time in the revised
version of the manuscript.

p. 960, l. 22 : "... is in general rather similar": see comment above. I wouldn’t call the
distributions "similar": e.g. the CMIP5 distribution becomes much wider for time
> 100 years!

Also here, we describe more detailed the similarities and differences among the
IRFT .

p. 960, last sentence "Although for large time ...": Why is this worth mentioning?
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We wanted to describe how the CMIP3* distribution is situated with respect to
the standard IRFT from BR08.

p. 962, l. 4 : amplitudes of what? Emission pulse amplitudes?

With amplitudes, we meant indeed the "size of the pulse". However, as
this has been investigated in Joos et al. (2012), we do not mention it anymore in
the conclusions of the new version of the manuscript.

Figures 3, 4 and 5 : These figures are illegible! The panels need to be enlarged
considerably. Also, these figures contain too much information. I suggest to
remove the relative distributions on the right hand side of each panel from the
figure and summarize the essential information in a table. Finally, no labels are
given for the horizontal axes.

We have replaced the Figs. 3, 4, and 5 by new figures which cover the
horizon range between 20 and 500 yr. We have also put the values in a table for
a time horizon of 100 yr.

Figure 3 caption : Clarify that the number to the right of the left bars is the ratio of the
median to the reference value.

We have now replaced the Figs. 3, 4, and 5 by new figures.

Technical corrections

p. 939, l. 29 : Replace "large" with "long".

We have modified this in the manuscript.
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p. 941, l. 8 : Delete "then" between "the" and "unique".

We have modified this.

p. 942, l. 18 : Replace "o f" with "of".

We have modified this.

p. 957, l. 14 : "CO2 has characteristics of a longer lifetime": Why not say "CO2 has a
longer lifetime"?

As the response of CO2 shows different time scales, we wanted to avoid
the use of the word "lifetime" for CO2.

p. 957, last line : Replace "extend" with "extent".

We have modified this.

p. 958, l. 15 : replace "show" with "shown".

We have modified this.

p. 958, last line , "manor": Do you mean "manner"?

Yes, we have modified it in the manuscript.

p. 961, l. 12 : Insert "such" between "species" and "as BC".

We have modified this in the manuscript.

p. 962, l 12 : Insert "presented" between "analysis" and "here".
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We have modified this in the manuscript.
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