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Abstract. We are used to the weather–climate dichotomy,
yet the great majority of the spectral variance of atmospheric
fields is in the continuous “background” and this defines in-
stead a trichotomy with a “macroweather” regime in the in-
termediate range from≈ 10 days to 10–30 yr (≈ 100 yr in
the preindustrial period). In the weather, macroweather and
climate regimes, exponents characterize the type of variabil-
ity over the entire regime and it is natural to identify them
with qualitatively different synergies of nonlinear dynami-
cal mechanisms that repeat scale after scale. Since climate
models are essentially meteorological models (although with
extra couplings) it is thus important to determine whether
they currently model all three regimes. Using last millen-
nium simulations from four GCMs (global circulation mod-
els), we show that control runs only reproduce macroweather.
When various (reconstructed) climate forcings are included,
in the recent (industrial) period they show global fluctua-
tions strongly increasing at scales> ≈ 10–30 yr, which is
quite close to the observations. However, in the preindus-
trial period we find that the multicentennial variabilities are
too weak and by analysing the scale dependence of solar and
volcanic forcings, we argue that these forcings are unlikely to
be sufficiently strong to account for the multicentennial and
longer-scale temperature variability. A likely explanation is
that the models lack important slow “climate” processes such
as land ice or various biogeochemical processes.

1 Introduction

The justification for using GCMs (global circulation mod-
els) to model the climate was succinctly expressed by
Bryson (1997): “weather forecasting is usually treated as an

initial value problem . . . climatology deals primarily with a
boundary conditionproblem and the patterns and climate de-
volving there from.” The main theoretical criticism of this
view is that “nonlinear feedbacks (i.e. two way fluxes) be-
tween the air, land, and water eliminate an interpretation
of the ocean atmosphere and land atmosphere interfaces
as boundaries. . . these interfaces become interactive medi-
ums. . . (that) must therefore necessarily be considered as part
of the predictive system” (Pielke, 1998). In addition, from
a modelling perspective, we must consider the problem of
coupling of “fast” atmospheric processes with a multitude
of “slow” climate processes. Some of these (land use, car-
bon cycle, sea ice) are already incorporated into the more ad-
vanced GCMs. However other slow processes – such as land
ice, deep ocean currents or various biogeochemical processes
– are missing and this probably includes some that have yet
to be identified. Finally, GCMs which are realistic for one
epoch may not be realistic for another. For example, due to
the importance of anthropogenic forcings in the recent pe-
riod, below we find that the latter become dominant for scales
greater than 10–30 yr, whereas in the preindustrial period,
the natural forcings and slow processes become dominant
only after a somewhat longer period (≈ 100 yr). In the indus-
trial epoch, the GCMs reproduce the (strong) low frequency
variability fairly well, whereas in the preindustrial epoch, the
(weaker) low frequency variability is poorly reproduced.

While the debate about climate modelling is important,
it needs to be informed by empirical evidence. Before re-
viewing quantitative analyses, consider Fig. 1 that shows ex-
amples of temperatures from two scales within the weather
regime (0.067 s, 1 h) and at two lower resolutions (top curves,
20 days and 1 century). Other atmospheric fields (wind,
humidity, precipitation, etc.) are qualitatively the same at

Published by Copernicus Publications on behalf of the European Geosciences Union.



440 S. Lovejoy et al.: Do GCMs predict the climate . . . or macroweather?

100 200 300 400 500 600 700
- 2

2

4

6

8

10

0

Δ σ

12

14

Fig. 1. Dynamics and types of scaling variability: a visual intercomparison displaying representative temperature series from weather, (low
frequency) macroweather and climate (H ≈ 0.4, 0.4,−0.4, 0.4, bottom to top, respectively). To make the comparison as fair as possible,
in each case, the sample is 720 points long and each series has its mean removed and is normalized by its standard deviation (0.35, 4.49,
2.59, 1.39 K, respectively), the three upper series have been displaced in the vertical by four units for clarity. The resolutions are 0.067 s, 1 h,
20 days and 1 century, respectively, the data are from 4 m above the top of the roof of the Rutherford physics building (Montreal, Quebec), a
weather station in Lander, Wyoming, the 20th century reanalysis and the Vostok Antarctic station, respectively. Note the similarity between
the type of variability in the weather and climate regimes (reflected in their scaling exponents). This figure is an adaption of a figure in
Lovejoy (2013b).

least up to the limits of instrument data i.e.≈ 150 yr; for a
review, see Lovejoy and Schertzer (2013). We see that the
weather curves “wander” up or down resembling a drunk-
ard’s walk so that temperature differences typically increase
over longer and longer periods. In contrast, the 20 day res-
olution curve has a totally different character with upward
fluctuations typically being followed by nearly cancelling
downward ones. Averages over longer and longer times tend
to converge, apparently vindicating the conventional idea
that “the climate is what you expect”; we anticipate that at
decadal or at least centennial scales averages will be virtually
constant with only slow, small amplitude variations. How-
ever the century-scale curve (top) shows that on the contrary
the temperature once again “wanders” in a weather-like man-
ner (quantified in Figs. 2 and 3).

There are thus three qualitatively different regimes – not
two. While the high frequency regime is clearly the weather
and the low frequency regime the climate, the new “in be-
tween” regime was described as a “spectral plateau”, then
“low frequency weather” and later dubbed “macroweather”
since it is a kind of large-scale weather whose statistics are
well reproduced by control runs of GCMs (see below); it
is not a small-scale climate regime (Lovejoy and Schertzer,
2013). Formally, macroweather may thus be defined as this
intermediate regime in which average fluctuations decrease
with timescale. The weather–macroweather–climate tri-
chotomy has been confirmed in several composite wide-scale

range analyses (Lovejoy and Schertzer, 1986; Pelletier, 1998;
Huybers and Curry, 2006b) (see Fig. 2, also Wunsch, 2003)
yet the implications have not been widely considered.

If we adopt this trichotomy as an objective basis for cat-
egorizing atmospheric dynamics, then a “climate state” is
no longer defined by 30 yr averages (a tradition that started
in 1935 when the International Meteorological Organization
(IMO) adopted the first “climatic normal period” as 1901–
1930). Rather, a climate “state” or “normal” is defined as an
average over the entire range of scales out to the scale of
minimum temperature variability. As we see in Fig. 3, this is
10–30 yr for the industrial period, but closer to 100 yr for the
preindustrial period (c.f. the bottom global scale curves and
Fig. 5). The traditional 30 yr IMO definition turns out to be
roughly a compromise between the preindustrial and indus-
trial timescales. The “climate” is then defined as the variabil-
ity of climate states/normals at longer timescales.

The object of this paper is to systematically compare the
scale by scale variability of GCM outputs with the corre-
sponding variability of various instrumental and proxy data
sets in an attempt to answer the question: do GCMs model
macroweather, the climate or both? While the analyses of
GCMs have not been published elsewhere, several empiri-
cal analyses are shown for reference. In the few cases where
these are not original to this paper, this is clearly indicated.

This paper is structured as follows. In Sect. 2, we review
the methods including some recent results pertinent to the
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Fig. 2. A composite temperature spectrum: the GRIP (Summit) ice coreδ18O, a temperature proxy, low resolution (left, brown) along with
the first 91 kyr at high resolution (left, green), with the spectrum of the (mean) 75◦ N 20th century reanalysis (20CR, Compo et al., 2011)
temperature spectrum, at 6 h resolution, from 1871 to 2008, at 700 mb (right). The overlap (from 10–138 yr scales) is used for calibrating the
former (moving them vertically on the log–log plot). All spectra are averaged over logarithmically spaced bins, ten per order of magnitude in
frequency. Three regimes are shown corresponding to the weather regime withβw = 2 (the diurnal variation and harmonic at 12 h are visible
at the extreme right). The central low frequency weather “plateau” is shown along with the theoretically predictedβmw = 0.2–0.4 regime.
Finally, at longer timescales (left), a new scaling climate regime with exponentβc ≈ 1.4 continues to about 100 kyr. Note that a recent revised
chronology may modify the very lowest frequencies. Reproduced from Lovejoy and Schertzer (2012b). The black lines are reference lines
with the (absolute) slopes indicated.
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Fig. 3. Empirical RMS temperature fluctuations (S(1t)): on the left top we show grid-point-scale (2◦
× 2◦) daily scale fluctuations for both

75◦ N and globally averaged along with reference slopeξ (2)/2 =−0.4≈ H (20CR at 700 mb). On the lower left, we see at daily resolution,
the corresponding globally averaged structure function. Also shown (bottom) are the average of the three in situ surface series as well as three
multiproxy structure functions described in Lovejoy and Schertzer (2012b) (the ensemble average of the RMS fluctuations of the Huang,
2004, Moberg et al., 2005, and Ljundqvist, 2010, multiproxies). The surface curve is the mean of three surface series (NASA GISS, NOAA
CDC and HADCRUT3, all 1881–2008). At the right we show the Vostok palaeotemperature series. Also shown is the interglacial “window”.
This is a simplification of a figure in Lovejoy and Schertzer (2012b).
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paper, in Sect. 3 we compare GCM control (unforced) runs
and last millennium (forced) runs and in Sect. 4 we conclude.

2 Methods: fluctuations and their statistics

Let us quantify the analysis of Fig. 1 using fluctuations rather
than the spectra shown in Fig. 2. Consider a regime where the
mean temperature fluctuation< 1T > varies as a function of
timescale (1t) as< 1T > ≈ 1tH , whereH is the fluctua-
tion (also called “nonconservation”) exponent (“< .>” indi-
cates statistical averaging). WhenH>0 fluctuations increase
with scale, whenH < 0, they decrease. To see if this explains
the “wandering” and “cancelling” in Fig. 1, we must estimate
the fluctuations. Although they are usually defined by the ab-
solute difference1T betweenT at timet and at timet + 1t :

(1T (1t))diff = |T (t + 1t) − T (t)| , (1)

this is only sufficient in the “wandering” regime (more pre-
cisely, for 0< H < 1). An alternative “tendency fluctuation”
is useful in the “cancelling” regime (more precisely, for
−1< H < 0) and is obtained by simply removing the overall
meanT and calculating the average of the result:

(1T (1t))trend =

∣∣∣∣∣ 1

1t

t+1t∑
t

T ′(t)

∣∣∣∣∣ ; T ′(t) = T (t) − T . (2)

To cover both regimes (−1< H < 1) we should instead use
the “Haar fluctuation” which is the absolute difference of
the mean betweent andt + 1t /2 and betweent + 1t /2 and
t + 1t :

(1T (1t))Haar =

∣∣∣∣∣ 2

1t

t+1t/2∑
t

T (t) −
2

1t

t+1t∑
t+1t/2

T (t)

∣∣∣∣∣ . (3)

Technically, this corresponds to defining fluctuations us-
ing “Haar” wavelets (rather than for example “poor man’s”
wavelets which are simply differences (for climate analy-
ses with differences see Lovejoy and Schertzer, 1986). The
Haar fluctuation is particularly easy to understand since (with
proper “calibration”), in regions whereH > 0, it can be made
very close to the difference fluctuation and in regions where
H < 0, it can be made close to the “tendency fluctuation”.
This means that when the mean Haar fluctuations are plot-
ted against scale (1t), that they can be interpreted either as
differences or as averages – depending on whether the fluc-
tuations increase or decrease with scale. While other tech-
niques such as detrended fluctuation analysis (Peng et al.,
1994; Kantelhardt et al., 2002; Monetti et al., 2003) perform
just as well for determining exponents, they have the disad-
vantage that their fluctuations (which are standard deviations
of the residues of polynomial regressions on the running sum
of the original series) are not at all easy to interpret (for a
summary see Lovejoy and Schertzer, 2012b and for details
see Lovejoy and Schertzer, 2012a).

Beyond the first order (mean) statistics, the variation of
the fluctuations with scale can be quantified by theirq-th
order statistics, the structure functionSq(1t) is particularly
convenient:

Sq(1t) = 〈1t(1t)q〉. (4)

Note thatSq is theoretically defined by an ensemble (sta-
tistical) average; in practice we have at most a few realiza-
tions – sometimes only a single one – so that the statistics
are “noisy”. In practice,Sq is estimated as follows. First,
at any given scale1t , the Haar fluctuations1T are esti-
mated over all the available disjoint intervals and over all
the available realizations. Theq-th powers are then aver-
aged (the powerq = 2 is the only one discussed in this pa-
per, but several values ofq are required for a full multifrac-
tal analysis; Schertzer and Lovejoy, 2011). The lags1t are
chosen so that there are as close as possible to 20 per or-
der of magnitude in scale (since the lags are integer mul-
tiples of the smallest resolution, at the smallest1t , this is
at best only approximate). Finally, in order to better match
the difference and tendency fluctuations, the Haar fluctu-
ations were “calibrated” by multiplying them by a factor
of 2 (this worked well for all the series analyzed here). Rel-
evant MatLab and Mathematica software are available at
http://www.physics.mcgill.ca/~gang/software/index.html.

In a scaling regime, Sq(1t) is a power law;
Sq(1t) ≈ 1tξ(q), where the exponentξ(q) =q H − K(q)

and K(q) characterizes the scaling intermittency (with
K(1) = 0). In the macroweather regimeK(2) is small
(≈ 0.01–0.03), so that the RMS (root mean square) variation
S2(1t)1/2 (denoted simplyS(1t) below) has the exponent
ξ (2)/2≈ ξ (1) =H . In the climate regime the intermittency
correction is a bit larger (Schmitt et al., 1995) (≈ 0.12)
but the error in using this approximation (≈ 0.06) will be
neglected.

3 Review of scaling fluctuation analysis on atmospheric
data

Although fluctuation analysis is simple to implement and
to interpret, it has not been widely applied to climate data,
we now give a brief overview. WhenS(1t) is estimated
for various in situ, reanalysis, multiproxy and palaeotem-
peratures, one obtains Fig. 3 which shows a selection of re-
sults from the early reviews (Lovejoy and Schertzer, 2012b,
2013). The key points to note are (a) the three qualita-
tively different regimes: weather, macroweather and cli-
mate withS(1t) respectively increasing, decreasing and in-
creasing again with scale (Hw > 0, Hmw < 0, Hc > 0) and
with transitions atτw ≈ 5–10 days andτc. (b) In the in-
dustrial periodτc ≈ 10–30 yr (1880–present, Fig. 3, instru-
mental curve, see also the new analysis in Fig. 5 discussed
below) whereas in the preindustrial period,τc ≈ 50–100 yr
(1500–1900, Fig. 3, multiproxy curve and the new analysis in
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Table 1. Intercomparison of exponents and scales from macroweather (βmw) and climate (βc) exponents and transition scales from var-
ious instrumental/palaeocomposite statistical analyses. Theτc values in the top two rows are from data north of 30◦ N and are probably
anomalously large.

βmw βc Local τc Globalτc

Lovejoy and < 1 (central 1.8 ≈ 400 yr ≈ 5 yr
Schertzer (1986) England) (poles)

Pelletier (1998) 0.5 (continental 1.7 ≈ 300 yr –
North America) (Antarctica)

Huybers and 0.56± 0.08 1.29± 0.13 ≈ 100 yr –
Curry (2006) (NCEP (several different
(tropical sea reanalysis) palaeotemperatures)
surface)

Huybers and 0.37± 0.05 1.64± 0.04 ≈ 100 yr –
Curry (2006) (NCEP (several different
(high latitude reanalysis) palaeotemperatures)
continental)

Fig. 5). This comparison indicates that today, anthropogenic
warming dominates the global-scale natural variability for
scales≈ 10–30 yr (see Lovejoy, 2013a). (c) The difference
between the local- and global-scale fluctuations. (d) The am-
plitude of the glacial–interglacial (ice age) transition corre-
sponds to overall±2 to ±3 K variations, i.e.S(1t) ≈ 4 and
6 K, this “glacial–interglacial window” corresponds to half
periods of 30–50 kyr. At least in high latitudes, diverse evi-
dence indicates that theS(1t) curve should go through this
rectangle.

Note that in scaling regimes, the power spec-
trum is E(ω) ≈ ω−β (ω is the frequency) with
β = 1+ ξ (2) = 1+ 2H − K(2) so that ignoring intermit-
tency (i.e.K(2)≈ 0), H > 0, H < 0 correspond toβ > 1,
β < 1 respectively. Hence for macroweather (τc > 1t > τw);
log–log spectra appear as fairly flat “spectral plateaus”
(Lovejoy and Schertzer, 1986) (Fig. 2). The present analysis
is only of second order (q = 2) statistics, a full analysis
would be multifractal (allq). However, the intermittency
was found to be small (as characterized byK ′(1) which
was of the order 0.02) so that this will not much change our
conclusions.

The scaling composites mentioned in the introduction
agree on the basic scaling picture while proposing some-
what different parameter values and transition scalesτc (Ta-
ble 1). Studies of macroweather using other techniques (spec-
tra and detrended fluctuation analysis) include those us-
ing in situ data (Fraedrich and Blender, 2003; Eichner et
al., 2003), sea surface temperatures (Monetti et al., 2003)
and ≈ 1000 yr long Northern Hemisphere reconstructions
(Rybski et al., 2006) (see also Lennartz and Bunde, 2009 and
Lanfredi et al., 2009). Similarly, Huybers and Curry (2006)
used NCEP reanalyses and Blender et al. (2006) (see
also Franzke, 2010, 2012, who analysed the Holocene’s

Greenland palaeotemperatures). Finally, multiproxy recon-
structions of the Northern Hemisphere (below) yield similar
exponents (see Fig. 3 and Lovejoy and Schertzer, 2013).

By considering the fractionally integrated flux models
(FIF, i.e. based on cascades, Schertzer and Lovejoy, 1987,
2011; Schertzer et al., 1997) it was argued that whereas in the
weather regime, fluctuations depend on interactions in both
space and in time, at lower frequencies, only the temporal
interactions are important, so thatτw marks a “dimensional
transition”. The basic FIF model predicts macroweather
exponents to be typically in the range−0.4< H < −0.2
(i.e. 0.2< β < 0.6) and allows the transition scaleτw to
be estimated theoretically – and essentially from first prin-
ciples – by first considering Earth’s absorbed solar en-
ergy and its average rate of conversion into kinetic en-
ergy. This yields an estimate close to the empirical tropo-
spheric mean energy flux which isε ≈ 10−3 W kg−1; and
which implies a transition scaleτw = ε−1/3L

2/3
e ≈ 10 days

(Le = 20 000 km is the largest distance on Earth; see Lovejoy
and Schertzer, 2010, 2012b). The same transition mecha-
nism withεo ≈ 10−8 W kg−1 yields an ocean weather–ocean
macroweather transition at aboutτw,o ≈ 1 yr (roughly as ob-
served; see Lovejoy and Schertzer, 2012b). Finally, theoret-
ical estimates for Mars (taking into account the lower solar
irradiance, thinner atmosphere and smaller diameter) yield
the predictionsεw,mars≈ 0.03 W kg−1 andτw,mars≈ 1.5 days.
This has recently been confirmed using in situ temperature
and wind data from the Viking Mars lander (manuscript
in preparation); there are thus three examples of weather–
macroweather transitions.
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Fig. 4. Control runs versus preindustrial multiproxies: a comparison of the RMS Haar structure functions (S(1t)) for temperatures from
the multiproxies Fig. 3 (resolution 1 yr, black, 1500–1900) and GCM control runs (brown dashed, IPSL, EFS monthly), annual resolution
GISS-E2-R, (thick brown, continuous) and the FIF stochastic model (thin brown). With the exception of the GISS-E2-R (land, Northern
Hemisphere), the data are averaged over the entire globe. The IPSL curve is from a 500 yr control run, the EFS is from a 3000 yr control run;
the “bump” at 2–4 yr is a broad quasi periodic model artefact. The reference lines have slopesξ (2)/2 so thatβ = 1+ ξ (2) = 0.2, 0.4, 1.8. The
amplitude of the Haar structure functions have been calibrated using standard and tendency structure functions and are accurate to within
±25 % (a factor 2 was used).

4 Results

4.1 The unforced low frequency variability of GCMs
(control runs)

Since in the stable (H < 0) macroweather regime fluctuations
converge but in the climate regime they diverge, the aver-
ages over the whole regime have the lowest possible vari-
ability (S(1t)) and can be used to define “climate states”;
the long-term changes in these states (in theH > 0 climate
regime) correspond to climate changes. From the point of
view of GCM modelling, fixed GCM boundary conditions
lead to well-defined GCM climates whereas changing bound-
ary conditions (climate forcings) lead to climate changes.
We therefore expect control runs to yield only macroweather
with an exponent characterizing the rate at which the model
converges to its climate state. This is confirmed in Fig. 4
where we showS(1t) from various GCM control runs,
i.e. with constant orbital and solar parameters, no volcan-
ism, constant greenhouse gases and fixed land use for the
IPSL model, the more recent Earth Forecasting System (EFS,
Jungclaus et al., 2010) and the GISS-E2-R model (from the
CMIP5 data base, curated by G. Schmidt; see also Schmidt et
al., 2006 and see Table 3 for model details). We see that their
fluctuations are decreasing (i.e. in a macroweather-like man-
ner) all the way to their low frequency limits. The challenge
for GCMs is therefore to reproduce the growing fluctuations
at timescales> τc.

Figure 4 also showsS(1t) from the low frequency ex-
tension of the stochastic FIF cascade model. These struc-
ture functions are compared to the corresponding multiproxy
functions, we can clearly see a strong divergence between
the empirical and FIFS(1t) for 1t >≈ 10–30 yr. With the
exception of a spurious “bump” at1t ≈ 2–4 yr scale in the
EFS S(1t), the models do a reasonable job at reproduc-
ing the average variability between about one month up to
τc ≈ 10–50 yr (depending somewhat on the model and – for
GISS-E2-R – the fact that it is for the Northern Hemisphere,
land only with therefore somewhat higher variability). How-
ever, beyond that, their mean fluctuations continue to de-
cline whereas the empiricalS(1t) starts to rise. The grid-
scale analyses of the control runs lead us to exactly the
same conclusion; indeed the low frequency exponents are all
near the same value corresponding toH ≈ −0.4 (β ≈ 0.2; the
global-scale exponents are closer toH ≈ −0.2,β ≈ 0.6). Fig-
ure 4 shows that the GISS-E2-R and IPSL and multiproxy
S(Deltat) functions are within≈ ±0.05 K of each other out
to 1t ≈ 10 yr while the EFS model has somewhat larger
fluctuations. However at longer timescales, the multiproxy
S(1t) strongly diverges from the control runs. Whereas the
multiproxy S(1t) at 100 yr is≈ 0.3 K, and rapidly growing,
the IPSL, GISS and EFSS(1t)’s are in the range≈ 0.1–
0.2 K and are rapidly decreasing.

These findings are in accord with other studies of the
low frequency behaviour of GCMs, including some on “ultra
long” (Blender et al., 2006) 10 kyr runs using the detrended
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Table 2. Summary of scaling studies of GCM temperatures. All the estimates were made using the DFA method; the spectral exponentβ

was determined fromβ = 2α − 1, whereα is the conventional DFA exponent (this expression ignores intermittency corrections).

Reference Model Model Series Range βmw
characteristics length of

(yr) scales
in
analysis

Fraedrich and Blender ECHAM4/ 19 levels, T42 1000 yr 240 yr ≈ 0
(2003) with IPCC scenario OPYC OPYC ocean continents,
IS92a greenhouse gas model includes ≈ 0.3 coasts,
emissions sea ice with ≈ 1 for

rheology oceans

HadCM3 19 levels, 1000 yr 240 yr Same to
2.5◦ × 3.75◦ within ≈ 0.2

Zhu et al. (2006) GFDL 31 levels, T63 500 yr 500 yr ≈ 1

(preindustrial ECHAM5/MPIOM 24 levels, 500 yr 500 yr ≈ 1
control runs) 2◦ × 2◦ (land), mid-Atlantic

1◦
× 1◦ (ocean) overturning

Blender et al. (2006), CSIRO 9 levels, R 21 10 000 yr 3 kyr 0.2–0.8
Fraedrich et al. (2009) atmosphere– horizontal simulation depending

ocean model resolution on location
under present-
day conditions

Vyushin et al. (2004) ECHO-G = 19 vertical 1000 yr ≈ 200 yr Land
one control simulation, one ECHAM4/ levels, T30 simulated 0.2–0.4,
with historical drivers HOPE-G temperature ocean

records 0.4–0.7

fluctuation analysis technique, although these only consid-
ered grid-scale statistics which have a transitionτc at slightly
longer timescales than the global ones in Fig. 3 (see Fig. 8).
The basic conclusions of the studies have been pretty uni-
form: the low frequency behaviour was scaling, predomi-
nantly with 0< β < 0.6 (roughly−0.5< H < −0.2, i.e. in
the same range as our control runs) and with ocean values
a little higher than for land (Table 2). The exponents were
robust; for example, with a fixed scenario they were insensi-
tive to the use of different models, in the same model, to the
addition of greenhouse gases (Fraedrich and Blender, 2003),
or in the last 1000 yr in the Northern Hemisphere, to con-
stant or to historically changing drivers (Rybski et al., 2008).
Finally, models with sophisticated sea ice rheology also had
similar scaling (Fraedrich and Blender, 2003). In no cases
and at no geographical location was there evidence of an
end to the macroweather regime. Apparently, the global-scale
IPSL, EFS and GISS-E2-R control run analyses in Fig. 3 are
typical.

4.2 The last millennium simulations: the climate or
macroweather?

If control runs produce only fluctuations decreasing with
scale (macroweather), what about forced runs with more re-
alistic low frequency variability? To answer this question, we
must systematically compare the model and empirical fluctu-
ations as functions of timescale1t . However, first we must
consider a complication: the effect of anthropogenic forc-
ings over the industrial period. We saw earlier (Fig. 3) that
for scales1t ≈ > 10 yr there was a large difference between
the industrial (1880–present) surface series and preindustrial
(1500–1900) multiproxies – presumably a consequence of
the fact that the recent period variability of the global tem-
peratures is dominated by anthropogenic effects. Figure 5
shows the analysis of eight GISS-E2-R last millennium sim-
ulations (Northern Hemisphere, land only) over the period
1880–2005 (CMIP5 database, see also Schmidt et al., 2006,
2011, 2013 and the discussion below). The simulations used
solar, land surface and two volcanic reconstructions (Gao et
al., 2008; Crowley et al., 2008; hereafter referred to as “Gao”
and “Crowley”, these are discussed in more detail below).
Over the last millennium, orbital changes are too small to
be important; the orbital parameters were fixed. Since the
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Climate preindustrial) macroweather (preindustrial) 

Fig. 5. Recent period instrumental and GCM RMS fluctuations. Comparison of instrumental (CRU, HadCRUT3, black, thick, Northern
Hemisphere land only) and GISS-E2-R (dashed: Crowley and Gao volcanic reconstructions (green and blue respectively) and solar only
(red); all are for the Northern Hemisphere land only). Gao and Crowley refer to the Gao et al. (2008) and Crowley et al. (2008) volcanic
reconstructions discussed in the text. Also shown for reference are the CRU global (orange) and Northern Hemisphere (land and ocean, red)
S(1t) for the period 1880–2008. Also shown for reference is the preindustrial multiproxy series (from Fig. 3). Notice that the weather–
macroweather transition scale (where the slopes change sign) is roughly 10 yr in the industrial epoch, but closer to 100 yr in the preindustrial
epoch (bottom arrows).

differences between the different land use models lead to
only small variations, in order to simplify the presentation,
we averaged over the three Gao and three Crowley volcanic
and the two solar-only runs and compared the results to the
Climate Research Unit (CRU) temperature reconstructions
(HadCRUT3; Rayner et al., 2006, Fig. 5). It can be seen that
over this period, the solar and volcanic forcings only make
small differences and that for timescales1t ≈ > 3 yr, the
simulation fluctuation amplitudes all agree quite well with
those of the Northern Hemisphere land (however their vari-
ability is too weak at shorter times). We conclude that when
they are dominated by anthropogenic forcings, the GISS-E2-
R simulations have quite accurate variabilities.

We now use the same GISS-E2-R simulations but show the
analyses over the preindustrial period, 1000–1900 (Fig. 6).
We see that the behaviour is radically different. First, the
simulations with the solar forcings only are very close to the
control run (indicating that their forcings are quite weak).
In contrast, the volcanically forced runs show that the am-
plitudes are too strong at scales1t ≈ < 100 yr, but quickly
decrease and become too weak for longer1t . Interestingly,
at 1t ≈ τc (≈ 20 yr) the sign of the volcanic slopes changes.
However, the series with volcanic forcings vary in the oppo-
site direction from the data: first constant or growing and then
decreasing with scale. When compared with the multiproxies
we see that whereas at1t ≈ 10 yr, the volcanic forcings are
factors 2–4 too large, at 400 yr scales they are factors 1.5–
4 too small. In contrast, the series with solar only forcing

are too weak by a roughly constant factor≈ 1.5 and≈ 4 at
10 yr and≈ 400 yr, respectively. It is interesting to note that
theseS(1t) are quite close (generally within a factor of 2)
to those obtained on outputs of the simplified Zebiak–Cane
model published in Mann et al. (2005) (work in progress with
C. Varotsos). In conclusion, the GISS-E2-R results are differ-
ent for the different epochs although only the results of the
recent period seem fully realistic.

Focusing on the preindustrial period (here 1500–1900),
we considered two other GCMs and their last millennium
simulations: the ECHO-G “Erik the Red” simulation (von
Storch et al., 2004) and two EFS simulations (Jungclaus et
al., 2010). The ECHO-G simulation was chosen because in
the IPCC AR4 (Solomon et al., 2007) twelve different mil-
lennium simulations were compared (although only two were
full GCMs) and it was noted that ECHO-G had significantly
stronger low frequency variability than any of the others. In-
deed, Osborn et al. (2006) found that, due to initialization
problems and lack of sulfates, ECHO-G was only reliable
over the period 1300–1900 AD; our range 1500–1900 AD
was free of these problems.

In the last 1000 yr, the key preindustrial forcings are vol-
canic and solar. The EFS, ECHO-G and GISS-E2-R simu-
lations used similar “reconstructed” volcanic forcings; the
correct solar reconstructions are much less certain. The am-
plitudes (i.e. calibration) of the “reconstructed” solar forc-
ings are described in terms of percentages of variation since
the 17th century “Maunder minimum”. Values of 0.1 % and
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Fig. 6.Preindustrial multiproxy and GISS-E2-R RMS fluctuations. Same as Fig. 5 except for the preindustrial period (1000–1900), the lower
black curve is the GISS-E2-R control run from Fig. 4.

0.25 % are considered respectively low and high solar forc-
ing values (see Krivova and Solanki, 2008) for a recent re-
view. In these terms, the ECHO-G forcings were “high”
(0.25 %) whereas the EFS simulations were run at both
0.1 and 0.25 % levels. The GISS-E2-R simulations compared
both Steinhilber et al. (2009) and Vieira et al. (2011) solar
reconstructions corresponding to smaller (0.06 and 0.10 %)
variations. Only the pre-1610 part of the reconstructions were
based on the10Be-based reconstructions so that over the
range 1500–1900 AD these percentages capture the main so-
lar reconstruction differences (see below and Table 4 for a
summary and Fig. 9 for an analysis of some of the forcings).

We have already discussed the GISS-E2-R analyses; for
the preindustrial ECHO-G, EFS analyses (Figs. 7 and 8:
global- and grid-scales respectively) the key conclusions are
the following.

a. The overall EFS variability is very close to the corre-
sponding control run (Fig. 4); it is much too weak.

b. The global-scale low frequency variability (Fig. 7) of
the GCM’s decrease with increasing1t and the EFS
macroweather behaviour hasS(1t) ≈ 1t−0.4.

c. The grid-scale ECHO-G simulation (but not EFS,
Fig. 8) has relatively realistic multicentennial variabil-
ity (close to the multiproxies) with roughly the same
τc andH as the data and the multiproxies.

These results are quite similar to those obtained from
the analysis of the GISS-E2-R simulations discussed earlier.
Similarly, Franzke et al. (2013) used spectral analysis and
concluded that the ratios of low and high frequency variabil-
ity of GCMs and palaeodata were significantly different, but

they did not specifically consider the macroweather–climate
transition, nor did they clearly attribute the problem to a lack
of centennial and lower frequency GCM variability.

4.3 Discussion

We reviewed evidence that the variability of the atmo-
sphere out toτc ≈ 10–30 yr (recent period) andτc ≈ 100 yr
(preindustrial) is dominated by weather and macroweather
dynamics. τc marks a qualitative transition between a
higher frequency regime whose fluctuations decrease with
scale (H < 0), and the climate regime where they in-
crease with scale (H > 0). We showed that control runs of
GCMs (studied in the literature and confirmed here) dis-
play macroweather regimes converging in power law man-
ner to their “climates” with no low frequencyH > 0 regime
right out to their low frequency limits: as expected, their
low frequency variability is too weak. In comparison, start-
ing from scalesτc ≈ 10–30 yr, forced runs during the recent
(1880–present) period showed fluctuations in globally aver-
aged temperatures strongly increasing and were quite realis-
tic, i.e. close to the recent period’s instrumental global vari-
abilities. Focusing on the preindustrial period – where the
multiproxies showed that temperature fluctuations increase
after τc ≈ 50–100 yr – we found (with the partial exception
of ECHO-G simulation) that runs forced by solar, volcanic
and land use changes had multicentennial variabilities that
were too low. Perhaps more significant than these weak am-
plitudes was the fact that at the largest scales, their fluctua-
tions seemed to be decreasing rather than increasing with lag
1t .
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Fig. 7. Pre-1900 forced runs versus data, global scale: this is the same as Fig. 4 (global averages) except that the pre-1900 forced ECHO-G
(thin brown) and EFS models (thick brown) are analysed. The upper right dashed lines indicate the rough ranges of the Vostok and GRIP
(Greenland ice core) fluctuations at multicentennial scales, and the arrow the glacial–interglacial variations at 50–100 kyr. Also shown are
the global- and grid-scaleS(1t) from the 20th century reanalysis (blue) as well as two curves for the multiproxies (green) shown in Fig. 3
(the top corresponds to the period 1500–1980, the bottom to the period 1500–1900).

macroweatherweather

Fig. 8. Grid-scale, forced pre-20th C RMS fluctuations: the same as Fig. 7 except for grid-scale analyses (the green Northern Hemisphere
multiproxy curves were added for reference, see Fig. 4). Again, the EFS model has low frequencies that are too weak, but even ECHO-G has
weak variability and the low frequency tendency is not clear (i.e. is it starting to rise at1t ≈ 500 yr?).

Although it seems plausible that if the climate forcing was
of the right type and was sufficiently strong aH > 0 climate
regime would appear, it is not trivial to find the appropi-
ate forcings. This is because in a recent paper (Lovejoy and
Schertzer, 2012c), we examined the scale dependence of fluc-
tuations on the radiative forcings (1RF) of several solar and
volcanic reconstructions, finding that they generally were
scaling with1RF ≈ A1tHR (see Table 4 and Fig. 9 discussed

below). Only if HR ≈ HT ≈ 0.4, would scaleindependent
amplification–feedback mechanisms suffice. For volcanic re-
constructions we foundHR,vol ≈ −0.3, which quantifies the
obvious fact that while volcanic forcings may be strong on
annual scales, their effects rapidly diminish with scale (and
this is true even when the observed clustering of volcanic
eruptions is taken into account). Since the centennial- and
longer-scale temperature fluctuations increase with scale, it
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Fig. 9. Radiative forcings from various solar and volcanic reconstructions: a comparison of RMS Haar fluctuations for two solar and two
volcanic radiative forcing reconstructions (RF; units Wm−2). The dashed lines are for the period 1900–present, the solid lines for the period
1500–1900 (volcanic), 1610–1900 (solar). Note that the Wang et al. (2005) curve is only for the background solar forcing (without the 11 yr
cycle) whereas the Krivova et al. (2007) curve has a 10 yr resolution. The volcanic series were from reconstructions of stratospheric sulfates
using ice core proxies. All the structure functions have been increased by a factor of 2 so that they are roughly “calibrated” with the difference
(H > 0) and tendency (H < 0) fluctuations; see Table 4. The basic forcings have roughly the same scaling properties in the industrial and
preindustrial period, only the amplitudes of the volcanic forcings are slightly weaker in the recent epoch.

is unlikely that they can be explained by forcings which de-
crease with scale. Considering the sunspot-based solar re-
constructions, we foundHR,sol≈ +0.4 hence they grow with
scale but, in contrast, the10Be reconstructions (used for the
pre-1610 part of the forcing in the GISS-E2-R simulations)
had HR,sol≈ −0.4 (decreasing; they cannot both be realis-
tic). While the sunspot-based reconstructions have roughly
HR,sol≈ HT so that they potentially have scale-independent
climate sensitivities, if solar forcing was the dominant mech-
anism for driving the climate at centennial and millennial
scales, the amplification/feedback factors would have to be
very large: Lovejoy and Schertzer (2012c) estimate that fac-
tors≈ 15–20 would be necessary.

Table 4 gives the parameters estimated in Lovejoy and
Schertzer (2012c) derived over the entire length of the forc-
ing reconstructions up to the present. However, in Fig. 5 we
saw that the decadal- and centennial-scale temperature vari-
ability (S(1t)) was quite different in the industrial and prein-
dustrial periods. If the industrial solar and/or volcanic forc-
ings were much stronger, then they could potentially explain
the anomalously high industrial temperature variability, it is
therefore interesting to compare the forcings in the different
periods. Figure 9 shows the result for the volcanic forcings
(the Gao and Crowley reconstruction discussed earlier, back
to 1500) as well as two solar sunspot-based reconstructions
(back to 1610 only). Notice that the overall form of the forc-
ings (roughly scaling, linear on log–log plots) is the same

for the industrial and preindustrial periods although their
amplitudes have changed: the industrial period has slightly
weaker (not stronger) volcanic forcings, and roughly un-
changed solar forcings. These forcings therefore cannot ex-
plain the much larger amplitude (decadal and longer period)
industrial-epoch temperature variabilities, the latter are pre-
sumably due to the increases in greenhouse gases.

5 Conclusions

The usual idea of the climate is of a regime that is approached
as we average over longer and longer periods (“average
weather”) so that fluctuations are expected to decrease in am-
plitude and at long enough scales converge to the “climate”.
By examining GCM control runs – and using a simple-to-
interpret real-space fluctuation analysis technique (Haar fluc-
tuations) – we found that beyond weather scales (≈ 10 days),
the fluctuations of many GCMs (some analysed here, some
in the literature) did indeed have this converging property
(albeit with a small exponent so that the convergence is
slow). However, both the real world and forced GCMs had
a third, lower frequency regime – identified with the true cli-
mate – in which fluctuations again begin to increase with
scale. In the industrial period, the climate starts at periods
of ≈ 10–30 yr whereas in the preindustrial period it is closer
to 100 yr so that this gives an objective basis – and nuance –
for the traditional definition of climate as a 30 yr average.
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Table 3.Details of the climate simulations.

Model system Model components GCM Experiment Series
and references characteristics length

(yr)

ECHO-G ECHAM4 (Roeckner et al., 19 vertical “Erik the 1000
(von Storch et al., 1996), HOPE-G (Wolff et al., levels, T30, Red”, 1000 AD to
2004) 1997) (3.75◦ present,

resolution) ≈ 0.25 % solar
forcing

Earth Forecasting System ECHAM5 GCM MPIOM ocean 19 levels, Millennium, 1000 with
(EFS) model (Jungclaus et al., 2006), T31 (3.75◦ solar forcing full
(Jungclaus et al., carbon cycle module HAMOCC5 resolution) 0.1, 0.25 %, forcing,
2010) (Wetzel et al., 2006), land surface 1000 AD to 3000 yr

scheme JSBACH (Raddatz et al., present control
2007) run

IPSL climate system model: LMDZ GCM (Hourdin et al., 19 levels, Control run: 500 yr
IPSL-CM4 2006), ORCA2 Ocean model, 2.5◦

× 3.75◦ 1910–2410,
(Madec et al., 1998), LIM grid for IPCC
Sea ice model (Fichefet and AR4
Morales Maqueda, 1997),
ORCHIDEE land surface model
(Krinner et al., 2005)

GISS-E2-R Includes ocean, tracer and sea ice 20 levels, 8 runs 1150 yr
models, incorporates land use 2◦

× 2.5◦ varying (850–2000 AD)
changes, from the CMIP5 data grid forcings,
base, curated by G. Schmidt, see land use
also Schmidt et al. (2006,
2011, 2012)

In both epochs the global surface temperature has a min-
imum RMS fluctuation of about±0.1 K (Figs. 3, 5) after
which it increases in roughly a scaling manner until attain-
ing from ±2 to ±3 K at time periods corresponding to the
glacial–interglacial transition (periods of about≈ 100 kyr,
see Fig. 3). While the lower frequency regime was identi-
fied with the climate, the middle intermediate regime which
was dominated by (coupled ocean–atmosphere) weather pro-
cesses was termed “macroweather”. The challenge of GCMs
is therefore to reproduce the slow processes that become
dominant at scales between decades and centuries and that
remain dominant up to tens of millennia. With the help of the
GISS E2-R, we confirmed that the difference between the in-
dustrial and preindustrial epochs is a consequence of the fact
that in the industrial period the natural forcings (essentially
solar and volcanic) are dominated by anthropogenic effects.

The picture that emerges from our analyses of tempera-
tures, reconstructed forcings and model outputs is that of fast
weather–ocean processes becoming successively weaker at
longer and longer timescales being eventually dominated by
new climate processes that become stronger and stronger.
These processes presumably include both the responses to
external climate forcings (often nonlinearly amplified) as
well as low frequency variability generated by new slow

climate processes. Elsewhere (Lovejoy and Schertzer, 2012b,
c) with the help of palaeotemperature analyses (e.g. Fig. 3),
we argued these new responses and processes are apparently
dominant from the end of the macroweather regime until
scales of ten or more millennia, beyond which orbital forc-
ings are important.

To assess the extent to which current forced GCMs have
realistic low frequency variability, we compared the variabil-
ity of several last millennium simulations with those derived
from multiproxy and other palaeotemperature data. We
found that the models all show deficits of multicentennial-
and millennial-scale variability (S(1t) often about a factor 2
too small at1t of several centuries). Although the actual
deficits of variability are not necessarily very large, they
typically decrease with1t whereas the temperature vari-
ability increases with1t . Orbital forcings are unlikely to be
relevant in explaining this increase in variability: their scale
dependence was analysed in Lovejoy and Schertzer (2012c)
and it was (unsurprisingly) found to be very weak for
scales below 10 kyr. This justifies the usual assumption
in GCM modelling that changes in the orbital configura-
tion are unimportant over shorter time periods. The main
(and usual) candidate for centennial- and millennial-scale
forcings are solar and volcanic. However, analysis of various
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Table 4.A comparison of various climate radiative forcings (RF) discussed in Lovejoy and Schertzer (2012c), estimated over the length of
time indicated in the fourth column up to the present (Fig. 9 shows industrial and preindustrial analyses for selected series). The exponents
were estimated to the nearest 0.1 and the prefactorsA are for the formula〈(1RF)2〉

1/2 =A1tξ(2)/2 with 1t expressed in years.

Series Physical Reference Series Series Scale Prefactorξ (2)/2
type basis length resolution range A ≈ H∗

R
(yr) (yr) analysed (W m−2)

(yr)

Solar

Sunspot-based

Lean

≈ 400

1 10–400 0.035 0.4
(2000)

Solar

Wang et 1 10–400 0.0074 0.4
al. (2005)

Krivova et 10 20–400 0.015 0.4
al. (2007)

TIMS 8.7 6 h 1–8 0.04 0.4
satellite

10Be

Steinhilber 9300 5 yr 80–9300 0.4 −0.3
et al. smoothed to
(2009) 40 yr

Shapiro et 9000 1 yr 40–9000 3.5 −0.3
al. (2011) smoothed to

20 yr

Volcanic

Volcanic Crowley 1000 1 yr 60–1000 2.0 −0.3
indices, (2000) smoothed to
ice cores, 30 yr
radiance
models

Ice core Gao et al. 1500 1 yr 60–1000 2.5 −0.3
sulfates (2008) smoothed
radiance 30 yr
models

∗ The solar series all have low intermittencies so thatξ (2)/2≈ H whereas the Crowley and Goa et al. volcanic series have high
intermittencies so thatH ≈ ξ (2)/2+ C1 ≈ − 0.2, whereC1 ≈ 0.16 is the intermittency correction.

reconstructions in Lovejoy and Schertzer (2012c) found that
these typically become weaker – not stronger – with scale
and are unlikely to be strong enough to provide sufficient
forcing at multicentennial scales and beyond (see Fig. 9).
Therefore, even if the reconstructed solar and volcanic forc-
ings turn out to be unrealistically weak and the true forcing
levels are substantially higher, as long as this qualitative
(decreasing) character continues to hold, they will still not
be able to fully explain the low frequency climate variability.
Barring the discovery of a new source of low frequency
external forcing, it is hard to escape the conclusion that one
must introduce new slow mechanisms of internal climate
variability (these might include new internal couplings with
existing solar and volcanic forcings). Such new mechanisms
must have broad spectra; this suggests that their dynamics
involve nonlinearly interacting spatial degrees of freedom.
Promising candidates include deep ocean currents, land ice
and various biogeochemical processes.
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