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Abstract. Several basic ratios of responses to forcings in the
carbon-climate system are observed to be relatively steady.
Examples include the CO2 airborne fraction (the fraction of
the total anthropogenic CO2 emission flux that accumulates
in the atmosphere) and the ratioT/QE of warming (T ) to
cumulative total CO2 emissions (QE). This paper explores
the reason for such near-constancy in the past, and its likely
limitations in future.

The contemporary carbon-climate system is often approx-
imated as a set of first-order linear systems, for example in
response-function descriptions. All such linear systems have
exponential eigenfunctions in time (an eigenfunction being
one that, if applied to the system as a forcing, produces a
response of the same shape). This implies that, if the carbon-
climate system is idealised as a linear system (Lin) forced by
exponentially growing CO2 emissions (Exp), then all ratios
of responses to forcings are constant. Important cases are the
CO2 airborne fraction (AF), the cumulative airborne fraction
(CAF), other CO2 partition fractions and cumulative parti-
tion fractions into land and ocean stores, the CO2 sink up-
take rate (kS, the combined land and ocean CO2 sink flux per
unit excess atmospheric CO2), and the ratioT/QE. Further,
the AF and the CAF are equal. Since the Lin and Exp ide-
alisations apply approximately to the carbon-climate system
over the past two centuries, the theory explains the observed
near-constancy of the AF, CAF andT/QE in this period.

A nonlinear carbon-climate model is used to explore how
future breakdown of both the Lin and Exp idealisations will
cause the AF, CAF andkS to depart significantly from con-
stancy, in ways that depend on CO2 emissions scenarios.
However, T/QE remains approximately constant in typi-
cal scenarios, because of compensating interactions between
CO2 emissions trajectories, carbon-climate nonlinearities (in

land–air and ocean–air carbon exchanges and CO2 radia-
tive forcing), and emissions trajectories for non-CO2 gases.
This theory establishes a basis for the widely assumed pro-
portionality betweenT andQE, and identifies the limits of
this relationship.

1 Introduction

The global carbon-climate system has a number of stable
properties, despite massive anthropogenic perturbation since
the onset of industrialisation in the 18th century. The CO2
airborne fraction (the fraction of the total anthropogenic CO2
emission flux that accumulates in the atmosphere) has stayed
close to a mean of about 0.44 for the last 50 yr, despite signif-
icant interannual variability and a small observed trend (Le
Quéŕe et al., 2009). The ratioT/QE of warming (T ) to cu-
mulative total CO2 emissions (QE) is also close to steady,
not only in the past but in many future projections (Allen et
al., 2009; Meinshausen et al., 2009; Matthews et al., 2009;
Raupach et al., 2011), at around 2 K per trillion tonnes of
carbon.

This paper investigates the conditions under which ratios
like the airborne fraction andT/QE are steady, and the limits
of such behaviour. The approach is to identify some general
analytic properties of linearised models of the carbon-climate
system, and then to test the limits of this idealisation. This is
done in three steps, tackled respectively in Sects.2, 3 and4.
First, it is shown in Sect.2 that a wide class of first-order lin-
ear systems has exponential eigenfunctions (functions that,
when applied to the system as a forcing, produce a response
of the same shape), and that for this class of systems, all ra-
tios of responses to forcings are constant. Next, in Sect.3,

Published by Copernicus Publications on behalf of the European Geosciences Union.



32 M. R. Raupach: Exponential eigenmodes of the carbon-climate system

this basic theorem is applied to the carbon-climate system
under a “LinExp” idealisation, in which the system is linear
or linearised (Lin) and is forced with exponentially grow-
ing anthropogenic CO2 emissions (Exp). In this idealisation,
constant ratios include the CO2 airborne fraction, its cumula-
tive counterpart, other CO2 partition fractions, the CO2 sink
uptake rate, and the ratioT/QE. These predictions are tested
directly against observations. Finally, in Sect.4, the predic-
tions of the LinExp idealisation are compared with predic-
tions from a nonlinear model of the carbon-climate system,
to investigate the applicability of the LinExp idealisation to
future projections. Mathematical and modelling details are
given in AppendicesA andB, respectively.

The restricted LinExp world is not as great a distortion
of current reality as might at first appear. Assumption Exp
is historically approximately true for total CO2 emissions
from fossil fuel combustion and net deforestation from 1750
to 2010 (Jarvis et al., 2012, and Fig. 1 below), and CO2 is
the dominant net anthropogenic radiative forcing because of
past near-cancellation of anthropogenic forcings from non-
CO2 gases and from non-gaseous influences, mainly aerosols
(IPCC, 2007). Assumption Lin is widely used in the form of
response-function models for parts of the global carbon cy-
cle (for example, Joos et al., 1996; Trudinger et al., 2002;
Enting, 2007; Li et al., 2009), and for the response of the
global climate system to specified radiative forcing (for ex-
ample, Huntingford and Cox, 2000; Hansen et al., 2008; Li
and Jarvis, 2009). There are nonlinearities in the coupling be-
tween these linear model components, especially through the
dependence of CO2 radiative forcing and the ocean–air and
land–air carbon exchanges on CO2 concentration. These are
incorporated in many models of the coupled carbon-climate
system through weakly nonlinear coupling between other-
wise linear model components (Hasselmann et al., 1997;
Petschel-Held et al., 1999; Hooss et al., 2001; Joos et al.,
2001, 2012; Raper et al., 2001; also the nonlinear model used
here). Fully linear versions of such models can always be de-
veloped within a limited subspace around any given state of
the Earth system, because a weakly nonlinear carbon-climate
model can be linearised about that state. For these reasons,
the LinExp idealisation turns out to be a useful approximate
description of many aspects of the carbon-climate system
from the 18th to the early 21st century. However, both the
Lin and Exp assumptions will almost certainly break down
in the future, with consequences to be investigated in Sect.4.

The mathematical analysis in this paper was presaged
many years ago by Bacastow and Keeling (1979), who
showed that the CO2 airborne fraction and related flux parti-
tion ratios are constant in the LinExp idealisation. Here, this
is extended to all ratios between fluxes and state variables
in the coupled carbon-climate system, and the limits of the
idealisation are explored.

2 Theory

2.1 General and linearised carbon-climate models

A model for the carbon-climate system can be regarded as a
set of nonlinear equations

dx/dt = f (t) + 8(x), (1)

wherex(t) is a carbon-climate state vector of matter and en-
ergy stores (here taken to be perturbations about a preindus-
trial equilibrium statex = 0), f (t) a vector of anthropogenic
forcing fluxes,8(x) a vector of system response fluxes, and
t time. The forcing flux vectorf (t) is externally prescribed.
The response flux vector8(x), the net fluxes into different
stores (x) arising from the response of the system to forc-
ing, is specified by nonlinear “phenomenological equations”
embodying model parameterisations.

Equation (1) is a general representation of a carbon-
climate model of any sophistication. The dimension of the
state vectorx(t) may be of order 10 for a simple, globally ag-
gregated model, or 107 for a sophisticated, spatially resolved
model.

The response flux vector8(x) can be linearised as−Kx,
where−K is the system response matrix (see AppendixA1).
Then, Eq. (1) becomes a linear system of first-order ordinary
differential equations:

dx/dt = f (t) − Kx with x(0) = 0. (2)

The solution of this linear system for state variablesx(t) is

x(t) =

t∫
0

G(t − τ) f (τ ) dτ, (3)

where G(t) is the matrix pulse response function (PRF),
Green’s function or impulse response function for the sys-
tem; see references in the Introduction for carbon-climate
applications. The elementGij (t) of G(t) is the fraction of
a pulse input at timet = 0 into storej that appears at timet
in storei. Formally, the PRF is given byG(t) = exp(−K t),
where exp denotes the matrix exponential (Glendinning,
1994); a more practical expression forG(t) is given below.

2.2 Normal modes

In Eq. (2), the system response matrixK has off-diagonal
terms representing coupling or feedback between different
components ofx. A standard technique for treating coupled
linear problems of this sort is the method of normal modes
(Gershenfeld, 1999, p. 12; Enting, 2007). The principle (see
AppendixA2 for detail) is to transform the state space into
a reference frame in whichK becomes a diagonal matrix
3 and the state variablesx(t) become new variablesy(t),
the “normal modes”. In the new reference frame, Eq. (2) be-
comes:

dy/dt = U−1f (t) − 3y with y(0) = 0, (4)

Earth Syst. Dynam., 4, 31–49, 2013 www.earth-syst-dynam.net/4/31/2013/



M. R. Raupach: Exponential eigenmodes of the carbon-climate system 33

where U is the matrix of column eigenvectors ofK , and
3 is the diagonal matrix of its eigenvalues,λ(m) (see Ap-
pendixA2). Because3 is diagonal, this is a set of indepen-
dent scalar equations that can be solved one by one. When
the solutiony(t) of Eq. (4) is transformed back to the origi-
nal reference frame to yieldx(t), the result is Eq. (3), with the
elementsGij (t) of the PRF explicitly identified as weighted
sums of decaying exponential terms:

Gij (t) =

∑
m

a
(m)
ij exp

(
−λ(m)t

)
. (5)

The decay rates are the eigenvaluesλ(m) of K , and the
weights a

(m)
ij are specified by the eigenvectors ofK (see

Eqs.A15 and A16).
It is assumed henceforth that the exponentials inGij (t) de-

cay in time (pending later verification in Sect. 4.1). This oc-
curs when all eigenvaluesλ(m) of K have positive real parts,
so that the system defined by Eq. (2) is dynamically stable.

2.3 Eigenmodes

A linear system can be construed as a differential linear oper-
atorL acting on an inputx(t) to produce an outputL(x(t)).
For the linear system of Eq. (2), the linear operator is

L(x(t)) =

(
d

dt
+ K

)
x(t) (6)

so that Eq. (2) becomesL(x(t)) =f (t).
An important attribute of any linear operatorL is its set

of eigenfunctionsv(t), the functions for which the output is
proportional to the input, so thatL(v(t)) =αv(t). The pro-
portionality coefficientα is the eigenvalue corresponding to
the eigenfunctionv(t). An eigenmode is described by bothα

andv(t). If a linear system is forced with an eigenfunction,
so thatf (t) is proportional tov(t), then its response is the
same eigenfunction.

For a first-order linear system, the eigenfunctions are ex-
ponentials in time (see AppendixA3 for a demonstration of
this key fact). Therefore, an exponential forcing produces an
exponential response with the same growth rate, so that ratios
of responses to forcings are constant. For any other forcing,
response/forcing ratios are not constant.

2.4 Ratios among fluxes and state variables

Tha above general result (that first-order linear systems have
exponential eigenfunctions, so that response/forcing ratios
are constant under exponential forcing) implies the follow-
ing for LinExp systems: (a) all state variables grow at forcing
rates, not response rates; (b) all ratios among state variables
approach constant values; (c) all partition fractions (ratios of
growth rates of state variables to the forcing flux) approach
constant values; and (d) all ratios become independent of ini-
tial conditions faster than forcing rates. Sketch proofs are

given in AppendixA4, using theory similar to Bacastow and
Keeling (1979, their Appendix B).

These properties can be illustrated for one-dimensional
systems obeying the scalar counterpart of Eq. (2),
x′(t) =f (t) − kx (where the prime denotes a time deriva-
tive, x′(t) = dx/dt). The scalar partition fraction is the ratio
x′(t)/f (t), the fraction of the forcing that appears instanta-
neously as increase in the perturbation storex(t). The cumu-
lative partition fraction isx(t)/Q(−∞, t), the ratio of the
responsex(t) to the cumulative forcingQ(−∞, t), where
the cumulative forcing is the integral off (t) from time−∞

to t . For a LinExp system, both fractions approach the same
constant value (AppendixA4, Eq.A27):

x′(t)

f (t)
=

x(t)

Q(t)
=

r

r + k
+ transient. (7)

The transient term decays at the rater + k. Sincer and k

are both positive for the systems under consideration, this is
larger than both the forcing rate (r) and the response rate (k).

In the multi-dimensional case, the partition fractions are
the fractions of the forcing flux entering the perturbation
storesxi(t), and the cumulative partition fractions are the ra-
tios of the stores themselves to cumulative forcing. When a
LinExp system is forced exponentially with a growth rater1
in just the first component of the state vectorx, the partition
fraction and cumulative partition fraction for storei both ap-
proach the same value (AppendixA4, Eq.A29):

x′

i(t)

f1(t)
=

xi(t)

Q1(−∞, t)
=

∑
m

a
(m)
i1

r1 + λ(m)
+ transient, (8)

whereQ1(−∞, t) is the cumulative forcing in the first com-
ponent ofx. This is a weighted sum of the constant partition
ratios r1/(r1 + λ(m)) for different modesm (compare with
Eq. 7). The approach to this value occurs at a rate greater
thanr1, for stable systems withλ(m) > 0.

The key implication of the above theory is that for a Lin-
Exp system, all ratios among fluxes and perturbation state
variables approach constant values. This occurs because all
linear systems of the class of Eq. (2) have exponential eigen-
functions, so that an exponential forcing function yields a
response in which all state variables and response fluxes
grow exponentially with the same growth rate as the forcing.
Moreover, the system response locks onto constancy of ratios
among fluxes and state variables at a rate determined by the
forcing flux (r1 in Eq.8), not the turnover rates for individual
state variables (the elements of the system response matrix
K ) or normal modes (the eigenvaluesλ(m) of K ). This means
that even for state variables with very slow turnover rates,
constant partition fractions and cumulative partition fractions
are reached relatively quickly when the forcing grows rapidly
(Bacastow and Keeling, 1979).
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3 Comparing linear theory with observations

When the carbon-climate system is idealised as a LinExp
system, constancy of ratios among fluxes and perturbation
state variables implies that the following ratios are all con-
stant: the CO2 airborne fraction, the cumulative airborne
fraction, other CO2 partition and cumulative partition frac-
tions into land and ocean stores, CO2 sink rates, and the ratio
(T/QE) of warming (T ) to cumulative CO2 emissions (QE).
These predictions can all be tested.

3.1 CO2 airborne fraction, cumulative airborne
fraction and sink rate

The atmospheric CO2 mass balance is (Le Quéŕe et al.,
2009):

c′

A = fE + fL + fM, (9)

wherecA is the perturbation atmospheric CO2 store in PgC
(2.127([CO2] − [CO2]q), with [CO2] the CO2 mixing ra-
tio in ppm and [CO2]q = 280 ppm = [CO2] at preindustrial
equilibrium); c′

A = dcA /dt is the atmospheric CO2 accumu-
lation rate in PgC y−1; fE is the total CO2 emission flux
(fE =fFoss+fLUC, including emissions from fossil fuels and
other industry,fFoss, and from net land use change,fLUC);
andfL andfM are the CO2 land (L) and ocean (M, marine)
exchange fluxes. All fluxes have units PgC yr−1 and are pos-
itive into the atmosphere. The cumulative CO2 mass balance
is the integral of Eq. (9) from 1750 (a nominal preindustrial
time) tot , denoting cumulative fluxes asQ (in PgC) and tak-
ing cA = 0 at 1750:

cA = QE + QL + QM, QE(t) =

t∫
1750

fE(τ ) dτ. (10)

Fundamental carbon-cycle partition fractions are the air-
borne, land and ocean fractions (AF, LF and OF), respec-
tively, the fractions of the total CO2 emission flux remaining
in the atmosphere and taken up by natural land and ocean
CO2 sinks:

AF =
c′

A

fE
, LF =

fL

fE
, OF =

fM

fE
. (11)

Correspondingly, the cumulative airborne, land and ocean
fractions (CAF, CLF and COF) are the fractions of cumu-
lative CO2 emissions (QE) appearing in atmospheric, land
and ocean stores:

CAF =
cA

QE
, CLF =

QL

QE
, COF =

QM

QE
. (12)

Conservation of mass ensures that AF + LF + OF = 1 and
CAF + CLF + COF = 1.

If the carbon cycle obeys the LinExp idealisation, then
the partition fractions and cumulative partition fractions are

all constant in time and equal for each store, as shown by
Eq. (8):

AF = CAF = constant
LF = CLF = constant
OF = COF = constant.

(13)

An observable quantity related to the AF is the CO2 sink
rate kS, the strength of the combined land and ocean CO2
sink per unit excess CO2, with dimension 1/time:

kS =
−fL − fM

cA
=

fE − c′

A

cA
. (14)

The latter equality follows from Eq. (9). The AF andkS are
related diagnostic quantities, becausekS = (1− AF) fE/cA ,
and both can be inferred from observations offE andcA .

The sink ratekS has several properties: first, it is a measure
of the “efficiency” of land and ocean CO2 sinks, in the sense
of sink strength per unit excess CO2 (Gloor et al., 2010). Sec-
ond,kS can be readily split into separate contributions from
land and ocean sinks,kS = kL + kM , with kL = −fL/cA
andkM = −fM/cA , to yield separate efficiency measures for
land and ocean sinks. Third, 1/kS is a natural time scale for
land and ocean CO2 sinks, sincekS is the instantaneous frac-
tional rate of decrease of excess CO2 due to sinks. Fourth,
it can be shown (AppendixA5) that kS is a time-dependent
weighted mean of the turnover rates in the carbon cycle, with
weights dependent on perturbation carbon stores.

For a LinExp carbon cycle,kS, kL and kM are all con-
stant, becausefL , fM and cA all increase exponentially at
the same rate (the exponential forcing rate). However,kS is
far from constant with non-exponential emissions, as shown
in the next section.

To compare the LinExp predictions for the AF, CAF and
kS with observations, it is first necessary to test whether CO2
emissions have grown exponentially. Figure 1 (upper panel)
compares total CO2 emissionsfE(t) with an exponential tra-
jectory from 1850 to 2011, using an average growth rate
of 1.89 % yr−1 = (1/53) yr−1 or a doubling time of 36.7 yr
(also see Jarvis et al., 2012). The short-term growth rate
has oscillated around this average value, decreasing below
it in the 1980s and 1990s and accelerating above it in the
first decade of the 2000s (Le Quéŕe et al., 2009). Total cu-
mulative CO2 emissionsQE(t) have followed an exponen-
tial trajectory with the same growth rate remarkably closely
since 1850 (Fig. 1, lower panel), apart from a small dip
in the two decades before 1950 and a subsequent recov-
ery in the two following decades. This indicates that depar-
tures of emissionsfE(t) from exponential behaviour have not
been systematic.

Figure 2 shows the observed AF and CAF (from annual
CO2 data) for 1850 to 2011, suggesting at first sight that the
LinExp prediction (AF = CAF = constant) is quite a good ap-
proximation. Figure 3 demonstrates a near-proportional rela-
tionhip between perturbation atmospheric CO2 and cumula-
tive total CO2 emissions, the slope of which is the CAF. From
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Fig. 1. Upper panel: observed total global CO2 emissions,
fE =fFoss+fLUC, as a function of time. Lower panel: cumulative
global CO2 emissions,QE =QFoss+QLUC. The vertical axis in
both panels is logarithmic so that exponentially growing emissions
would appear as a straight line. The dashed line in both panels indi-
cates exponential growth, proportional toert with r = 1.89 % yr−1.
Data sources: AppendixC.

1959 to 2011, the average AF was 0.44± 0.15 and the aver-
age CAF was 0.414± 0.011 (1σ over annual values). Obser-
vational uncertainties are too large to infer the detailed be-
haviour of the AF or CAF prior to 1959, the start of in situ
atmospheric CO2 measurements.

Although the LinExp idealisation is consistent with the ob-
served near- constancy of the AF and CAF, further evidence
suggests that departures from LinExp behaviour are observ-
able in the carbon cycle. This evidence is of two kinds. First,
recent papers (Canadell et al., 2007; Raupach et al., 2008;
Le Qúeŕe et al., 2009) have suggested that there is a de-
tectable increasing trend in the AF from 1959 to the early
2000s, at a relative growth rate of 0.2 to 0.3 % yr−1. This
finding has been contested on several grounds, mainly ques-
tioning the attribution of the observed trend in the AF rather
than its existence: the observed trend has been attributed to
slower-than-exponential growth infE (Gloor et al., 2010),
to particular events such as volcanic eruptions and ENSO
(El Niño-Southern Oscillation) events (Frölicher et al., 2012;
Sarmiento et al., 2010), or to errors in CO2 emissions data in

AF
CAF

1850 1900 1950 2000
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,
C

A
F

Fig. 2. Observed CO2 airborne fraction (AF, Eq.11) and cumu-
lative airborne fraction (CAF, Eq.12). The grey band is an uncer-
tainty estimate (± 1σ ) for AF = c′

A/fE, accounting for errors in both
CO2 emissions (fE =fFoss+fLUC) and atmospheric accumulation
(c′

A = dcA /dt , calculated from annual increments incA ). An uncer-
tainty band for CAF is not shown here for clarity (it is shown else-
where; see Figs. 7 and 9). Full and semi-transparent lines for both
AF (black) and CAF (red) respectively denote the observations in
the period of high-quality in situ atmospheric CO2 estimates (from
1959 onward) and the period before 1959 for which atmospheric
CO2 is inferred from ice core data; the uncertainty is much larger
before 1959. Data sources: AppendixC.
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Fig. 3. Perturbation atmospheric CO2 store (in PgC),cA(t), as a
function of cumulative total CO2 emissions,QE(t). Red line is a
linear fit to data from 1750 to end of 2011, constrained to pass
through the origin; green line is a linear fit to data from 1960 to end
of 2011, not constrained to pass through the origin. Data sources:
AppendixC.

the 1990s and early 2000s (Francey et al., 2010). Reconcili-
ation of these different views on the attribution of observed
AF trends is undertaken elsewhere.

Second, the LinExp prediction of constantkS is tested in
Fig. 4 by plotting direct observations ofkS from 1850 to
2011. From 1959 to 2011,kS declined significantly, by a
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Fig. 4. Observed CO2 sink ratekS (Eq. 14). As in Fig. 2, the grey
band is an uncertainty estimate (± 1σ ) accounting for errors in both
CO2 emissions and CO2 concentration data, and full and semi-
transparent lines respectively denote observations in the period of
high-quality in situ atmospheric CO2 estimates (from 1959 onward)
and the period before 1959. Data sources: AppendixC.

factor of around 1/3. As with the AF, observational uncer-
tainties prevent statements about trends before 1959. The ob-
served behaviour ofkS is not in accord with the LinExp ide-
alisation, or with the assumption (Gloor et al., 2010) thatkS
is constant.

3.2 Ratio of warming to cumulative emissions

Several recent papers (Allen et al., 2009; Meinshausen et al.,
2009; Matthews et al., 2009; Zickfeld et al., 2009) used nu-
merical carbon-climate models to propose a near-linear re-
lationship between global temperature perturbation (T ) and
cumulative total CO2 emissions (QE):

T = αQE. (15)

The slopeα is a form of transient climate sensitivity with
units K EgC−1 (1 EgC or 1 exagram of carbon is 1018 gC
or 1 trillion tonnes of carbon). Matthews et al. (2009) have
calledα the “carbon-climate response”. From Eq. (8), such
a linear relationship holds under a LinExp idealisation of the
coupled carbon-climate system, noting that this involves lin-
earised descriptions of processes such as the dependence of
radiative forcing on CO2 and other greenhouse gas concen-
trations (see Appendix B). The LinExp idealisation identifies
conditions under which a proportional relationship between
T andQE can be expected, and also suggests that propor-
tionality is likely to fail as either or both of the Lin and Exp
assumptions break down.

Equation (15) is tested in Fig. 5 by plotting observedT
againstQE. The plot is noisier than Fig. 3 (observedcA
againstQE) but suggests that Eq. (15) is a useful approxi-
mation. The regression slope over the recent period (1959 to
end of 2011;α = 2.13± 0.13 K EgC−1) is higher than over
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Fig. 5. Perturbation global temperatureT (referenced to 1880–
1900) from three data sources, as a function of timet (upper panel)
and of cumulative CO2 emissionsQE (lower panel). The average
of all three series is shown as black points. In the lower panel, the
red line is a linear fit to all availableT data (average over 3 sources)
constrained to pass through the origin; green line is a linear fit to
data from 1960 to 2011, not constrained to pass through the origin.
Slopes areα = 1.47 K EgC−1 (red) and 2.13 K EgC−1 (green). Data
sources: AppendixC.

the whole record (1750 to 2011;α = 1.47± 0.05 K EgC−1).
These values bracket the widely quoted slope in Eq. (15) of
α ≈ 2 K EgC−1 (Allen et al., 2009).

4 Future breakdown of the LinExp idealisation

Figures 2 to 5 show that the LinExp idealisation applies
approximately to the carbon-climate system from 1750 to
the present, providing an explanation for the observed near-
constancy of the AF, CAF andT/QE. It is highly likely that
the LinExp idealisation will break down in future, causing
the AF, CAF and the CO2 sink ratekS to depart significantly
from constancy. This can happen for one or more of three rea-
sons: departures from linearity (failure of Lin), departures of
emissions from exponential trajectories (failure of Exp), and
the effects of radiative forcing agents other than CO2. Here,
these effects are assessed by comparing predictions from the
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Fig. 6. Total CO2 emissions (fE) and predictions for CO2 concentration and temperatureT , with analytic emission scenarios for CO2 and
non-CO2 gases yielding cumulative total CO2 emissionsQE(∞) from 1000 to 3000 PgC (details in AppendixB). Left and right panels show
plots against time andQE(t), respectively. In lower right panel, large points are IPCC AR4 projections (IPCC, 2007) forT (QE) in 2100 for
SRES marker scenarios (from left) B1, A1T, B2, A1B, A2, A1FI, with 17–83 % uncertainties; small points are C4MIP projections (Matthews
et al., 2009). Data sources: AppendixC.

LinExp idealisation with those from a nonlinear model of the
carbon-climate system.

4.1 Nonlinear model

The nonlinear model is the Simple Carbon-Climate Model
(SCCM) (Raupach et al., 2011; Harman et al., 2011). The
form used here is briefly described AppendixB. SCCM is a
globally aggregated model of the carbon-climate system, an
approach with long antecedents (for example, Oeschger et

al., 1975; also other references for response-function models
given in the Introduction). Model state variables are carbon
masses in the atmosphere, fast and slow land C stores and
a set of ocean C stores; the atmospheric concentrations of
CH4, N2O and CFCs; and global perturbation temperature
components. Radiative forcing of climate occurs from CO2,
CH4, N2O, CFCs and aerosols. The model includes nonlin-
earities of several kinds: the response of terrestrial carbon
assimilation to CO2, ocean carbonate chemistry, temperature
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Fig. 7. SCCM predictions of AF, CAF andkS with analytic sce-
narios for future emissions of CO2 and non-CO2 gases (CH4,
N2O, CFCs) yielding cumulative total CO2 emissionsQE(∞) from
1000 to 3000 PgC. Model details as for Fig. 6. Error bands on ob-
servations are± 1σ . Data sources: AppendixC.

responses of land–air and ocean–air CO2 exchanges, and the
response of radiative forcing to gas concentrations. Model
forcing is with prescribed emissions trajectories for CO2 and
non-CO2 gases. The model also includes the response of ter-
restrial net primary production to volcanic eruptions, forced
with an externally prescribed volcanic aerosol index. SCCM
can be linearised analytically, by determining the model Ja-
cobian and thence forming a tangent linear model. The eigen-
valuesλ(m) of K (the negative of the model Jacobian, from

Eq.A2) are indeed all positive, confirming that the model is
dynamically stable.

To characterise model performance, Fig. 6 shows SCCM
predictions for CO2 concentration [CO2] and temperatureT ,
with forcing from observed past emissions and analytic sce-
narios for future emissions of CO2, CH4, N2O and CFCs.
Future total CO2 emissionsfE(t) (top row of Fig. 6) are pre-
scribed using a smooth analytic peak-and-decline trajectory
(Raupach et al., 2011) such that the all-time cumulative total
CO2 emissionQE(∞) takes values from 1000 to 3000 PgC
in 500 PgC steps. HereQE(∞) = 1000 PgC yields a strong-
mitigation trajectory for CO2 emissions akin to Representa-
tive Concentration Pathway (RCP) scenario RCP3pd (Moss
et al., 2010; van Vuuren et al., 2011), andQE(∞) = 3000 PgC
yields a trajectory akin to the Special Report on Emissions
Scenarios (SRES) A1B scenario (Nakicenovic et al., 2000).
Emission trajectories for other gases are the same across all
cases in Fig. 6 (see AppendixB for details). The left panels
in Fig. 6 show plots offE(t), [CO2](t) andT (t) against time
t , while the right panels show the same quantities plotted
against a different clock, cumulative CO2 emissionsQE(t)

defined by Eq. (10), to yield trajectoriesfE(QE), [CO2](QE)

andT (QE).
Figure 6 shows broad agreement between SCCM predic-

tions and past observations of [CO2] andT . For the future,
predictions for [CO2] as a function ofQE (Fig. 6, middle
right panel) are close to straight lines up to near the time of
the peak in CO2, and decline thereafter. (A linear relation-
ship [CO2](QE) is equivalent to a constant CAF =cA/QE).
Predictions forT as a function ofQE (Fig. 6, lower right
panel) fall close to a straight line with slopeT/QE about
1.8 K EgC−1, broadly consistent with the observed past be-
haviour for this relationship (Fig. 5) and with Eq. (15). The
different behaviours of [CO2](QE) andT (QE) beyond the
time of peak CO2 arise because temperatureT declines from
its peak much more slowly than CO2 (Raupach et al., 2011).

In Fig. 6 (lower right panel), present predictions for
T (QE) are compared with projections from two model en-
sembles: the models used in the Fourth Assessment of the
Intergovernmental Panel on Climate Change (IPCC AR4)
(IPCC, 2007), and 11 coupled carbon-climate models in
the C4MIP intercomparison (Friedlingstein et al., 2006;
Matthews et al., 2009). The IPCC AR4 projections included
forcing from multiple gases but no interactive carbon cycle,
while the C4MIP projections used forcing from CO2 only
but included an interactive carbon cycle. Present predictions
fall within the envelopes of both model ensembles. Differ-
ences between the ensembles are assessed below (Sect. 4.2,
Fig. 8).

Figure 7 shows SCCM predictions of AF, CAF and the
CO2 sink ratekS, with the same forcing as for Fig. 6. The
model reproduces observed past behaviour for all three quan-
tities, apart from interannual variability that is not in the
model and is known to be correlated with ENSO (Keeling
and Revelle, 1985; Raupach et al., 2008). In the future, the
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predicted AF varies strongly with CO2 emissions, decreasing
progressively more rapidly asQE(∞) decreases, and becom-
ing negative when the CO2 concentration starts to decline
(Fig. 6, middle row). The CAF is much less variable but still
responds to changes inQE(∞), increasing slightly in future
for the high-emission scenario (QE(∞) = 3000 PgC) and de-
creasing for the lowest-emission scenario (1000 PgC), with
the decrease occurring mainly beyond the time of peak CO2,
consistent with Fig. 6 (middle right panel). The sink ratekS
declines strongly in all future predictions, by a factor of or-
der 3 from 2000 to 2100 and with further decreases there-
after, continuing a trend already evident in past observations
(Fig. 4).

4.2 Attribution of future departures from LinExp

Under the LinExp idealisation, AF, CAF,kS and T/QE
would all be constant, with AF = CAF (Eq.13). For future
trajectories of AF, CAF andkS this is clearly far from the case
(Fig. 7), while forT/QE, approximate constancy is observed
(Fig. 6, lower right panel). To diagnose the reasons for these
quite different behaviours, Fig. 8 shows predictions for CO2
concentration and global temperature (T ) from five versions
of SCCM at a sequence of levels of simplification ranging
from the full nonlinear model to the LinExp idealisation. The
same forcing (the high-emission caseQE(∞) = 3000 PgC in
Fig. 6) is used in every version except the last. Schematically,
the components in the five model versions are

V1(fullmodel) : LinExp + NonExp+ NonLin
+Coupling+ NonCO2

V2(CO2 only) : LinExp + NonExp+ NonLin
+Coupling

V3(uncoupled) : LinExp + NonExp+ NonLin

V4 (Lin) : LinExp + NonExp

V5 (LinExp) : LinExp.

Version 1 (full model) includes all processes represented
in SCCM. V2 (CO2 only) removes radiative forcing from
non-CO2 gases and aerosols. V3 (uncoupled) also removes
carbon-climate coupling arising from the dependence of CO2
fluxes on global temperature (a surrogate for all dependen-
cies of fluxes on physical climate). V4 (Lin) is a fully lin-
earised counterpart of V3 in which all equations for CO2
fluxes and CO2 radiative forcing have been linearised, and
volcanic influences on the carbon cycle removed. V5 (Lin-
Exp) uses the same linearised model as V4, but with an ex-
ponential CO2 emissions trajectoryfE(t).

Considering first the trajectories of [CO2] andT as func-
tions of time (left panels in Fig. 8), the prediction for [CO2]
shows little response to the removal of non-CO2 forcing (the
step from V1 to V2) except beyond 2100 when warming is
large and some decrease in [CO2] is observed because of

carbon-climate coupling. The same simplification step yields
a comparable relative decrease in perturbationT (Fig. 8,
lower left panel). The removal of carbon-climate coupling
(step V2 to V3) has a large effect on both [CO2] andT , de-
creasing predicted [CO2] by over 100 ppm (680 to 550) in
2100 with larger decreases thereafter, and decreasingT by a
further 0.5 K in 2100 and 1 K in 2200, on top of the decrease
from V1 to V2. These changes in [CO2] andT in response
to carbon-climate coupling fall within the wide range of re-
sponses found in carbon-climate model intercomparisons us-
ing high emission scenarios (Friedlingstein et al., 2006; Sitch
et al., 2008). The effect of linearisation of CO2 dynamics and
radiative forcing (step V3 to V4) is a moderate additional de-
crease in [CO2] and a small additional decrease inT . Finally,
imposing an exponential rather than a peak-and-decline CO2
emissions trajectory (step V4 to V5) has a large effect on both
[CO2] andT , producing exponentially growing perturbation
[CO2] andT in accordance with the above theoretical results
for a LinExp system.

The picture is different when trajectories of [CO2] andT

are plotted against cumulative emissionsQE(t) (right pan-
els in Fig. 8). Using this clock (as in the right panels of
Fig. 6), the full model (V1) produces trajectories [CO2](QE)

and T (QE) that are close to straight lines. The behaviour
of T (QE) with the full model replicates Fig. 6 (lower right
panel). For [CO2](QE), near-straight-line behaviour is ob-
served up to times a little before the peak in [CO2], but
not thereafter (Raupach et al., 2011) (compare with Fig. 6,
middle right panel); this behaviour fills the whole of Fig. 8
(middle right panel) because the peak in CO2 occurs far in
the future (well after 2300) under the high-emission sce-
nario used. As the model is simplified sequentially from V1
to V4, the trajectories [CO2](QE) andT (QE) fall progres-
sively below the approximate straight lines for V1, in incre-
ments similar to those seen in the corresponding plots against
time. The last simplification to reach the LinExp idealisation
(V5) yields straight-line trajectories for both [CO2](QE) and
T (QE), consistent with theory (Eq.12). These trajectories
are close to those predicted by the full model (V1).

Also shown in Fig. 8 (lower right panel) are estimates of
T (QE) from the IPCC AR4 and C4MIP projections, as in
Fig. 6. The C4MIP projections used forcing from CO2 only
with a coupled carbon cycle, and so correspond with model
V2 above, while the IPCC AR4 projections included multi-
gas forcing but no carbon-climate coupling, and so do not
correspond with any of V1 to V5. Values ofT (QE) from the
C4MIP projections tend to lie below those from IPCC AR4
projections, and scatter around the prediction for model V2
(orange line) in Fig. 8.

In summary, near-linear behaviour for the trajectories
[CO2](QE) andT (QE) is observed at both ends of the model
simplification sequence, the full model (V1) and the Lin-
Exp idealisation (V5). However, the reasons are quite dif-
ferent in each case. In the LinExp idealisation, linear be-
haviour is a theoretical requirement following from the fact
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Fig. 8.SCCM predictions of [CO2] andT with successive simplification of process descriptions, from a full model to the LinExp idealisation.
Model versions: (V1, red) full model; (V2, orange) CO2 only; (V3, green) uncoupled; (V4, sky blue) Lin; (V5, dark blue) LinExp. Prescribed
total CO2 emissions trajectories are identical for versions V1 to V4 (the caseQE(∞) = 3000 PgC in Fig. 6), and are exponential for V5. Other
details as for Fig. 6. Data sources: AppendixC.

that a linear system has exponential eigenmodes, so that all
ratios among state variables and fluxes are constant when
forcing is exponential. For the full model, near-linear be-
haviour of [CO2](QE) and T (QE) arises from compensa-
tions between opposing nonlinear effects from (1) positive
feedbacks from carbon-climate coupling (tending to increase
the CAF and increase the upward curvature or reduce the
downward curvature in [CO2](QE) andT (QE)); (2) the re-
sponse of CO2 radiative forcing (weakening with increasing
CO2 and hence tending to makeT (QE) curve downward);
and (3) non-CO2 radiative forcing (tending to makeT (QE)

curve upward as net non-CO2 radiative forcing becomes pro-

gressively more positive). The first two of these effects were
identified by Matthews et al. (2009) as contributors to the
near-linear behaviour ofT (QE). Without all three effects,
[CO2](QE) andT (QE) would both be nonlinear under re-
alistic, non-exponential peak-and-decline emissions trajecto-
ries curving downwards below straight-line behaviour as in
model V4 (Fig. 8, right panels). When these effects are in-
cluded (model V1), the resulting net increases in [CO2](QE)

andT (QE) restore approximate straight-line behaviour.
Figure 9 shows the effect of model simplification on the

AF, CAF and the CO2 sink ratekS. In the simplification se-
quence from V1 to V4, the largest effect occurs with the

Earth Syst. Dynam., 4, 31–49, 2013 www.earth-syst-dynam.net/4/31/2013/



M. R. Raupach: Exponential eigenmodes of the carbon-climate system 41

1800 1900 2000 2100 2200

0.0

0.2

0.4

0.6

0.8

1.0

A
F

@-D

1900 1920 1940 1960 1980 2000 2020

0.0

0.2

0.4

0.6

0.8

1.0

A
F

@-D

V1: Full
V2: CO2 only

V3: Uncoupled

V4: Lin
V5: LinExp

1800 1900 2000 2100 2200

0.0

0.2

0.4

0.6

0.8

1.0

C
A

F
@-D

V1: Full
V2: CO2 only

V3: Uncoupled

V4: Lin
V5: LinExp

1900 1920 1940 1960 1980 2000 2020

0.0

0.2

0.4

0.6

0.8

1.0

C
A

F
@-D

1800 1900 2000 2100 2200

0.00

0.01

0.02

0.03

0.04

0.05

k
S

@1�
y

D

1900 1920 1940 1960 1980 2000 2020

0.00

0.01

0.02

0.03

0.04

0.05

k
S

@1�
y

D

8jg,ig< = 811, 3<; sim05: Q3000, CLin, FM-NC-Co-HNL+VoL-NE: blk = data; rogab = 81:FM, 2:FM-NC, 3:FM-NC-Co, 4:FM-NC-Co-NL-Vo, 5:FM-NC-Co-NL-Vo-NE<

Fig. 9. SCCM predictions of AF, CAF andkS with successive sim-
plification of process descriptions, from a full model to the LinExp
idealisation. Model details as for Fig. 8. Error bands on observations
are± 1σ . Data sources: AppendixC.

removal of nonlinear carbon-climate coupling (V2 to V3),
causing the AF to decrease strongly and changing both the
level and trend in the CAF andkS. When the LinExp ideali-
sation is reached (V5), constant values for all three quantities
are obtained in accordance with theory.

5 Conclusions

The LinExp idealisation provides useful guidance about the
past behaviour of the carbon-climate system under strong
anthropogenic forcing from 1850 to present, explaining the

observed near-constancy of the airborne fraction (AF), the
cumulative airborne fraction (CAF) and the ratioT/QE of
warming to cumulative CO2 emissions. This idealisation is
relevant for the past because three conditions have been ap-
proximately satisfied: (1) total CO2 emissions have increased
nearly exponentially (Fig. 1); (2) linearity of carbon cycle re-
sponse fluxes has been a reasonable approximation (imply-
ing that land and ocean sink fluxes have been approximately
proportional to excess CO2 concentration); and (3) there has
been approximate cancellation in recent times of the two
major classes of radiative forcing other than CO2, the pos-
itive forcing from long-lived non-CO2 gases (CH4, N2O and
synthetic gases), and the negative forcing from other agents
(mainly aerosols, ozone and albedo effects) (IPCC, 2007,
their Fig. 2.4).

Nevertheless, departures from the LinExp predictions of
constant AF, CO2 sink rate (kS) andT/QE are already ev-
ident in past observations, particularly in the observed de-
crease ofkS. These departures will increase as all three of the
above conditions break down progressively: (1) emissions
will depart from present near-exponential growth (Fig. 1)
if mitigation efforts cause trajectories to peak and decline;
(2) linearity of carbon cycle responses is likely to be dis-
rupted by increasing nonlinearities as perturbations become
larger; (3) the approximate cancellation of non-CO2 contri-
butions to radiative forcing is unlikely to continue, because
of declining negative forcing from non-gaseous agents and
increased forcing from non-CO2 gases (Strassmann et al.,
2009; Meinshausen et al., 2011; IIASA, 2012).

The predicted net effect of these factors is that the AF and
kS will depart strongly from constancy in ways that depend
on emissions scenarios (Fig. 7): for example, the AF will be-
come negative late in the 21st century under strong mitiga-
tion scenarios. However, the predicted ratioT/QE continues
to be approximately constant in typical scenarios (Fig. 6).
This is not because of continued applicability of the Lin-
Exp idealisation, but instead because of compensating inter-
actions between non-exponential emissions trajectories, non-
linear carbon-cycle dynamics and non-CO2 gases.

Nonlinear effects needing further investigation include po-
tential threshold crossings not yet evident in the carbon-
climate system, typically associated with regional triggers
that have global consequences. Examples include large car-
bon releases from thawing permafrost soils (Schuur et al.,
2008; Tarnocai et al., 2009; MacDougall et al., 2012), major
changes in ocean circulation, and loss of the arctic ice sheet
through warming. Processes associated with these threshold-
like reinforcing feedbacks are not in the model (SCCM) used
here, so present conclusions about the future effects of non-
linearities may be conservative.
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Appendix A

Mathematical details

A1 Linearised model

Equation (1) is a general representation of a carbon-climate
model in whichx(t) is a carbon-climate state vector of mat-
ter and energy stores (taken as a perturbation about an equi-
librium statex = 0), f (t) a vector of anthropogenic forcing
fluxes,8(x) a vector of system response fluxes, andt time.
The state vectorx includes a set of carbon stores in atmo-
spheric, land and ocean reservoirs, a set of physical climate
state variables such as land and ocean temperatures and at-
mospheric water contents. The forcing flux vectorf (t) is
externally prescribed. The response flux vector8(x) is the
set of net fluxes into the different stores (x) arising from the
response of the system to forcing, and is specified by non-
linear “phenomenological equations” embodying model pa-
rameterisations.

The equation system (Eq.1) can be linearised by approxi-
mating8(x) as

8(x) = 80 − K (x − x0) (A1)

where x0 =x(0) is the linearisation point (referenced to
t = 0), 80 =8(x0), andK is the system response matrix, the
negative of the Jacobian matrix of8(x):

Kij = −
[
∂ϕi

/
∂xj

]
x=x0

. (A2)

Diagonal elements ofK are rate constants for flows out of
storei = j . The linearisation pointx0 is arbitrary, the simplest
option (used in the main text) being to takex0 as the initial
equilibrium state (x0 = 0,80 = 0).

With arbitraryx0, Eq. (1) becomes

dx/dt = f (t) + 80 − K (x − x0) (A3)

with initial condition x(0) =x0 and with 80 =8(x0). The
solution is

x(t) =

t∫
0

G(t − τ) [f (τ ) + 80 + K x0] dτ (A4)

where the matrix PRF or Green’s function is

G(t) = exp(−K t) (A5)

using the matrix exponential exp(M), defined for a square
matrixM by

exp(M) =

∞∑
n=0

Mn

n!
. (A6)

Equations (A3) and (A4) generalise main-text Eqs. (2)
and (3) to arbitraryx0.

Equation (A4) is the multi-dimensional counterpart of the
solution for a one-dimensional linear ordinary differential
equation (LODE) with constant coefficients:

dx/dt = f (t) − kx with x(0) = x0. (A7)

Here exp(K t) reduces to the scalar exponentiale−kt , yielding
the conventional solution

x(t) =

t∫
0

e−k(t−τ) f (τ) dτ + e−ktx0. (A8)

A2 Normal modes

In the linear system of Eq. (2), let the system response matrix
K have eigenvaluesλ(m) and eigenvectorsu(m) for modesm,
so that

Ku(m)
= u(m) λ(m), K = U3U−1 (A9)

where U is the matrix of column eigenvectors ofK , and
3 = diag(λ(m)) is the diagonal matrix of its eigenvalues. In
terms of componentsu(m)

i of the eigenvectors, components

of U areUim =u
(m)
i . The matricesK , U and3 are all square

and of the same dimension, andU−1 is a rotation matrix that
mapsK to the diagonal matrix3. This matrix also maps the
state vectorx(t) to a new state vectory(t) of normal modes,
such that

y = U−1x, x = Uy. (A10)

Restricting tox0 = 0 (the more general case is similar),
Eq. (2) can be rotated to the new reference frame by pre-
multiplying byU−1:

dy/dt = U−1f (t) − 3y with y(0) = 0. (A11)

For the diagonal matrix3, exp(3) = diag(expλ(m)), so
Eq. (A11) is a set of independent scalar equations like
Eq. (A7) that can be solved one by one. The solution fory(t)

is

y(t) =

t∫
0

exp(−3(t − τ)) U−1f (τ ) dτ. (A12)

Using Eq. (A10), the corresponding solution forx(t) is

x(t) =

t∫
0

Uexp(−3(t − τ)) U−1f (τ ) dτ. (A13)

This is consistent with the direct solution, Eqs. (A4)
and (A5), because the PRF is

G(t) = exp(−K t) = Uexp(−3t)U−1 (A14)
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using Eqs. (A6) and (A9).
Equation (A14) shows that the elements ofG(t) are sums

of exponential terms with decay rates for different modes (m)
given by the eigenvaluesλ(m) of K :

Gij (t) =

∑
m

a
(m)
ij exp

(
−λ(m)t

)
(A15)

with

a
(m)
ij = Uim (U−1)mj (A16)

(also see Eq.5). The weightsa(m)
ij sum overm to 1 wheni = j

and to 0 otherwise, becauseUU−1 = I , the identity matrix.
This ensures thatG(0) = I , as required for a PRF.

Equations (A13) to (A15) yield a solution forx(t) as a sum
of convolution integrals with exponential kernels. It is often
more useful to computex(t) from solutions of independent
LODEs, by lettingz(m)

i =Uim ym (no sum), a set of rescaled

versions of the normal modesym. Thez
(m)
i are governed by

a set of independent LODEs:

dz
(m)
i

dt
=

∑
j

a
(m)
ij fj (t) − λ(m)z

(m)
i . (A17)

The rescaled normal modes sum toxi(t) =
∑
m

z
(m)
i .

A3 Eigenmodes

With a linear operatorL(x(t)), a general inhomogeneous lin-
ear system with forcingf (t) is

L(x(t)) = f (t). (A18)

The eigenmodes (eigenvaluesα and eigenfunctionsv(t)) of
this system satisfy

L(v(t)) = αv(t). (A19)

For the first-order linear system (Eq.2), the operatorL(x(t))

is given by Eq. (6).
The eigenfunctions of this first-order linear system are

exponentials in time. This is demonstrated first for one-
dimensional and then for multi-dimensional cases.
One dimension: in the scalar case, the linear system
is governed by Eq. (A7) and its eigenfunctions satisfy
dv/dt + kv =αv, or d(ln v)/dt =α − k. This implies that

v(t) = ce(α−k)t , (A20)

wherec is an arbitrary constant. Equation (A20) is an eigen-
function of Eq. (A7) with any eigenvalueα and constantc.
Since these eigenfunctions are exponential, any exponential
forcing produces a proportional exponential response. If the
forcing for the scalar system isf (t) =f0ert , an exponential

with growth rater, then the eigenfunction selected by this
forcing is given byL(v(t)) =f (t) =αv(t), or

f0ert
= αce(α−k)t , (A21)

which requires thatr =α − k andf0 =αc, so thatc =f0/(r +

k). The resulting eigenfunction is therefore

v(t) =
f0

r + k
ert . (A22)

This can be compared with the full solution of Eq. (A7)
with f (t) =f0ert :

x(t) =
f0

r + k
ert

+

(
x0 −

f0

r + k

)
e−kt . (A23)

This solution is the sum of the exponential eigenfunction
v(t) given by Eq. (A22), and a decaying transient term
(taking k > 0) that accounts for any difference between
the initial conditionx(0) =x0 and the initial eigenfunction
v(0) =f0/(r + k). For any initial condition, the full solution
approaches the eigenfunction (Eq.A22). The fact that any
exponential function is an eigenfunction means that an ex-
ponential forcing produces an exponential response with the
same growth rate as the forcing.
Multiple dimensions: the eigenfunctions for a multi-
dimensional system are easily identified after rotating the
state vectorx(t) and its governing system (Eq.2) to form
normal modesy(t) governed by Eq. (A11). Because the
normal modes are independent, the eigenfunctions for each
modem are given by Eq. (A20) with a response rate (k) equal
to the eigenvalueλ(m) for that mode. When exponential forc-
ing (f (t) =f0e

rt ) is applied to that mode, the response is an
exponential eigenfunction in that mode, given by Eq. (A22)
with k =λ(m).

In multi-dimensional systems, forcing (f ) is applied to
components of the state vector (x) rather than to modes (y).
This forcing is distributed among modes asU−1f (Eq.A11).
When the forcing is exponential, the result is an exponential
response in multiple normal modes. An example is a system
forced exponentially in just the first component of the state
vectorx, so that

f =
(
f01er1t , 0, 0, ...

)
. (A24)

The resulting explicit solution forx(t) in multiple dimen-
sions is the sumx(t) =

∑
m

z
(m)
i (t) of independent scaled

normal-mode solutions, each governed by Eq. (A17) and
having a scalar solution given by Eq. (A23). Summing these
solutions, the resultingx(t) is

xi(t) =

∑
m

(
a

(m)
i1 f01

r1 + λ(m)

)
er1t + transient (A25)

transient=
∑
m

(∑
j

a
(m)
ij xj (0) −

a
(m)
i1 f01

r1 + λ(m)

)
e−λ(m)t .
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As in the scalar solution, the first term is an exponentially
growing eigenfunction and the second a decaying transient
term. The weightsa(m)

ij are given by Eq. (A15).

A4 Ratios among fluxes and state variables

Here it is shown that LinExp systems (first-order linear sys-
tems with exponential forcing) have the following proper-
ties: (a) all state variables grow at forcing rates, not response
rates; (b) all ratios among state variables approach constant
values; (c) all partition fractions (ratios of growth rates of
state variables to the forcing flux) approach constant values;
and (d) all ratios become independent of initial conditions at
greater than forcing rates.

Property (a) is demonstrated by Eq. (A25). To demonstrate
properties (b), (c) and (d), the one-dimensional and multi-
dimensional cases are dealt with in turn.
One dimension: for the scalar case, Eq. (A7), the solution
is Eq. (A8). This solution is characterised by two ratios:
the partition fractionx′(t)/f (t), and the cumulative partition
fractionx(t)/Q(−∞, t). HereQ(−∞, t) is the cumulative
forcing

Q(−∞, t) =

t∫
−∞

f0erτ dτ =
f0

r
ert . (A26)

From Eq. (A23), the partition fraction and the cumulative
partition fraction are, respectively,

x′(t)

f (t)
=

r

r + k
−

(
kx0

f0
−

k

r + k

)
e−(r+k)t (A27)

x(t)

Q(−∞, t)
=

r

r + k
+

(
rx0

f0
−

k

r + k

)
e−(r+k)t . (A28)

Both ratios approach the constant valuer/(r + k) (equal to
r/α) with a transient term decaying at the rater + k. Whenr

andk are both positive, the decay rate of the transient term is
larger than both the forcing rate (r) and the response rate (k).

Multiple dimensions: in this case the partition fractions for
the system are the fractions of the forcing flux appearing in-
stantaneously in the storesxi(t), and the cumulative partition
fractions are the ratios of the stores themselves to cumulative
forcing. For a system forced exponentially in just the first
component of the state vectorx (Eq.A24), the partition frac-
tions are

x′

i(t)

f1(t)
=

∑
m

a
(m)
i1 f01

r1 + λ(m)
+ transient (A29)

transient

= −
∑
m

(
λ(m)

f01

∑
j

a
(m)
ij xj (0) −

a
(m)λ(m)

i1
r1+λ(m)

)
e−

(
r1+λ(m)

)
t .

This generalises Eq. (A27). As before, a constant plus a de-
caying transient term are obtained. The cumulative partition

fractions are given by a similar expression with the same con-
stant term, as in Eq. (A28). These equations verify proper-
ties (b), (c) and (d) for LinExp systems.

A5 Sink rate

Here it is shown that the sink ratekS defined by Eq. (14)
is a time-dependent weighted mean of the turnover rates in
the carbon cycle. In a general linear, multi-pool model of
the carbon cycle, the excess carbonci(t) in pool i is gov-
erned by Eq. (2). As in AppendixA2, the variablesci(t) can
be transformed to new variablesz

(m)
i (t) (the rescaled normal

modes) governed by Eq. (A17), such thatci(t) =
∑
m

z
(m)
i . Let

pool c1(t) be the atmospheric CO2 store andf1(t) the total
anthropogenic CO2 emission flux into the atmosphere. The
modesz(m)

1 (t) summing toc1(t) are governed by Eq. (A17)
with i = 1 andj = 1. Summing over modesm and using
Eq. (A16), it follows thatc1(t) satisfies

dc1

dt
= f1(t) −

∑
m

λ(m)z
(m)
1 (A30)

Using the definition of the sink ratekS in Eq. (14), the last
term in this equation (the total CO2 sink) can also be written
askSc1. It follows that

kS =

∑
m

β(m)λ(m) with β(m)
= z

(m)
1 /c1. (A31)

HencekS is a weighted mean of the turnover rates for the
modesm, with weightsβ(m) summing to 1. These weights
depend on time in general, because the modesz

(m)
1 grow at

different rates. In the particular case where the forcingf1(t)

is exponential (the LinExp idealisation),β(m) andkS become
constant in time.

Appendix B

Simple Carbon-Climate Model

The Simple Carbon-Climate Model (SCCM) (Raupach et al.,
2011; Harman et al., 2011) is a globally aggregated model of
the carbon-climate system, mainly based on well-established
formulations.

The model state vector is (cA , CL1, CL2, cMi , cMD , [CH4],
[N2O], [CFC-11], [CFC-12],TMi); it includes one atmo-
spheric total carbon store (cA), two land carbon stores (CL1,
CL2), four perturbation carbon stores in the ocean mixed
layer (cMi), one perturbation carbon store in the deep ocean
(cMD), atmospheric concentrations of four non-CO2 green-
house gases, and three perturbation global temperatures
(TMi). Total and perturbation state variables are denoted by
upper and lower-case letters, respectively, and the equilib-
rium (preindustrial) state by a subscriptq (soX andXq are
total and equilibrium state vectors, andx =X − Xq is the
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perturbation about the equilibrium state). An exception to
this convention is temperature, where the absolute temper-
ature is2 and the perturbation temperature isT =2 − 2q .

Atmospheric carbon: the mass balance for the atmospheric
CO2 store is:

c′

A = fFoss+ fLUC + fL + fM (B1)

where the prescribed forcing fluxes arefFoss(t) (CO2 emis-
sions from fossil fuels and other industry) andfLUC(t)

(emissions from net land use change). The total emission is
fE =fFoss+fLUC.

Land carbon: the land carbon storesCL1 andCL2 are the
total carbon stores [PgC] in global fast and slow stores, re-
spectively. The governing mass balance equations are

dCL1/dt = aL1 fNPP − kL1 CL1

dCL2/dt = aL2 fNPP − kL2 CL2 − fLUC (B2)

wherefNPP is the global terrestrial net primary production
(NPP) of biomass carbon [PgC yr−1], kLi is the respiration
rate [yr−1] for storei, andaLi is the fraction of global NPP
entering storei, with aL1 +aL2 = 1. The respiration rateskLi
depend on the global temperature2 through aq10 parameter
(the proportional increase in rate for each 10 K of warming).
The land use change fluxfLUC is withdrawn from the slow
land carbon storeCL2.

The terrestrial NPPfNPP is a function of CO2 concentra-
tion, modulated by a factor dependent on the volcanic aerosol
index (VAI) (Ammann et al., 2003) to account for the en-
hancement of terrestrial NPP by large volcanic eruptions,
mainly through the increase in diffuse solar irradiance (Jones
and Cox, 2001). The dependence on [CO2] is modelled using
a power-hyperbolic functionh(x) =x(xp

+ x
p
R)−1/p (x ≥ 0),

a function that aysmptotically approachesx/xR as x → 0
and saturates to 1 asx → ∞, with the powerp determining
the tightness of the curve between the two asymptotes. This
functional form allows both a near-linear response of NPP to
increasing CO2 at low excess CO2, and a saturating response
at high CO2. The model is

fNPP = s1 (cA) s2(VAI ) (B3)

with s1 (cA) = fNPP(q)

(
1 +

(mNPP − 1) cA(
c
p
A + c

p
NPP

)1/p

)
and s2(VAI ) = (1 + 0.5VAI)

wherefNPP(q) is preindustrial NPP,mNPP is a multiplier for
NPP (saturated/preindustrial),cNPP is a slope parameter, and
p is a power parameter. Equation (B3) supplements several
earlier options (Raupach et al., 2011; Harman et al., 2011).
The factor (1 + 0.5 VAI) accounts for the enhancement of
NPP by volcanic aerosol.

The land–atmosphere exchange fluxfL is the negative ter-
restrial net ecosystem productivity (NEP):

fL = −fNEP = −(fNPP − kL1 CL1 − kL2 CL2) . (B4)

Ocean carbon: perturbation carbon in the ocean mixed
layer (as dissolved inorganic carbon, DIC) is the sum of
several stores with different turnover rateskCi for carbon
exchange with the deep ocean. A deep ocean carbon store
tracks the carbon transferred downward out of the ocean
mixed layer. Mass balances for these perturbation carbon
stores are

dcMi/dt = −aCi fM − kCi cMi (B5)

dcMD/dt =

∑
i

kCi cMi, (B6)

whereaCi is the fraction of the atmosphere-ocean CO2 flux
entering storei, and

∑
aCi = 1 over all i. Equation (B5) is

equivalent to a pulse-response-function (PRF) formulation
for DIC in the ocean mixed layer (Joos et al., 1996; Rau-
pach et al., 2011). The weightsaCi and rateskCi are speci-
fied by a four-term fit to the PRFs from both the HILDA and
box-diffusion advanced ocean models (which have very sim-
ilar PRFs), thus capturing the ocean dynamics represented in
these models (Joos et al., 1996). The ocean–atmosphere flux
fM is a nonlinear function of2 andcMi (as DIC) through
phenomenological equations (Harman et al., 2011) that em-
ulate full ocean carbonate chemistry (Lewis and Wallace,
1998).

Temperature: global temperature (2 =2q +T ) is taken to
be the ocean mixed-layer temperature (2M). The perturba-
tion partTM of 2M is the sum of several components, so that
2 =2q +

∑
TMj . The componentsTMj are governed by:

dTMj/dt = bTj kTj λq RF − kTj TMj , (B7)

where RF is the anthropogenic radiative forcing,λq is the
equilibrium climate sensitivity, and the weightsbTj and rates
kTj characterise the climate step response function (SRF)
1−

∑
bTj exp(−kTj t) (Raupach et al., 2011). A three-term

climate step response function and associatedλq from the
HadCM3 model (Li and Jarvis, 2009) are used here.

Radiative forcing: this is the sum of contributions from
anthropogenic greenhouse gases (CO2, CH4, N2O and halo-
carbons, represented only by CFC-11 and CFC-12), together
with aerosols:

RF = RFCO2 + RFCH4 + ... + RFAero. (B8)

Conventional expressions are used for radiative forcing as a
function of gas concentration (IPCC, 2001, p. 358), specifi-
cally RFCO2 = 5.35 ln([CO2]/[CO2]q ). The (negative) aerosol
forcing is:
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Table B1.Parameters in SCCM (see Appendix B for sources) .

Parameter Eq. Symbol Units Value

Equilibrium terrestrial NPP (B3) fNPP(q) PgC yr−1 40.0
NPP multiplier (B3) mNPP – 1.5
NPP slope parameter (B3) cNPP PgC 687
NPP power parameter (B3) p – 2.5
Equilibrium respiration rate kL1(q) yr−1 1/2.5
Equilibrium respiration rate kL2(q) yr−1 1/250
q10 for respiration q10 – 2.0
NPP partition fraction (B2) aL1 – 0.5
NPP partition fraction (B2) aL2 – 1− aL1
Air-ocean gas exchange rate kGas yr−1 1/8.76

Preindustrial land C stores CLi PgC
aLi fNPP(q)

kLi (q)

Preindustrial DIC DICq molC m−3 2.089
Ocean CO2 PRF: weights (B5) aCi – 0.512934, 0.320278,

0.142183, 0.0246045
Ocean CO2 PRF: rates (B5) kCi yr−1 5.22893, 0.356532,

0.0194692, 0.0
Decay rate for CH4 (B10) kCH4 yr−1 8.2−1([CH4]/[CH4]0)−0.12

Decay rate for N2O (B10) kN2O yr−1 1/114
Decay rate for CFC-11 (B10) kCFC11 yr−1 1/45
Decay rate for CFC-12 (B10) kCFC12 yr−1 1/100
Preindustrial[CO2] [CO2]q ppm 280
Preindustrial [CH4] (B10) [CH4]q ppb 700
Preindustrial [N2O] (B10) [N2O]q ppb 270
Preindustrial [CFC] (B10) [CFC]q ppb 0
Preindustrial temperature 2q degC 15
Coefficient for aerosol RF (B9) cAero RF/[fFFoss] Eq. (B9)
Climate SRF: weights (B7) bTj – 0.434, 0.175, 0.391
Climate SRF: rates (B7) kTj yr−1 4.51−1, 140.4−1, 1476−1

Equilibrium climate sensitivity (B7) λq K W−1 m2 1.235

RFAero = cAero(t)fFoss(t) (B9)

cAero(t) = −0.12(1 − tanh((t − 2000)/100)) .

This assumes proportional relationships between aerosol ra-
diative forcing, aerosol concentrations, aerosol emissions
(taking the aerosol turnover rate to be rapid) and fossil fuel
emissions, for instance though sulphate emissions associated
with coal combustion. To account for technological improve-
ments, the proportionality coefficientcAero has a sigmoidal
time dependence. Equation (B8) yields RF = +1.6 W m−2 in
2005 (IPCC, 2007).

Non-CO2 greenhouse gases: for CH4, N2O and CFCs, to-
tal concentrations [X] are determined by the mass balances

d[X]

dt
= r−1

X

(
fX(Nat) + fX(Anth)(t)

)
− kX [X], (B10)

with mass-concentration ratiosrX (with units TgCH4 ppb−1

and likewise for other gases), fluxesfX (separating natural

and anthropogenic components) and atmospheric decay rates
kX . The decay rates for N2O and CFCs are constant, while
that for CH4 is a weak function of concentration (Raupach et
al., 2011) to account for the decrease in CH4 decay rate from
preindustrial to present times (Prinn, 2004). Natural emis-
sion fluxesfX(Nat) are taken as time-independent and set to
match preindustrial concentrations in the assumed preindus-
trial equilibrium state.

Forcing: the forcing fluxes are CO2 emissions from fossil
fuels and other industrial processes (fFoss), CO2 emissions
from net land use change (fLUC), and anthropogenic emis-
sion fluxes of CH4, N2O and CFCs. For the past, all forc-
ing fluxes are prescribed from data:fFoss from the Carbon
Dioxide Information and Analysis Center (CDIAC, 2012);
fLUC from R. A. Houghton (GFRA, 2012); recent prelim-
inary estimates offFoss and fFoss from GCP (2011); and
emissions offX(Anth) for CH4, N2O and CFCs from the RCP
database (Meinshausen et al., 2011; IIASA, 2012). The vol-
canic aerosol index (Eq.B3) is from Ammann et al. (2003),
assuming no volcanic eruptions since 2000.

Earth Syst. Dynam., 4, 31–49, 2013 www.earth-syst-dynam.net/4/31/2013/



M. R. Raupach: Exponential eigenmodes of the carbon-climate system 47

For the future, forcing fluxes are prescribed with scenarios
such as SRES (Nakicenovic et al., 2000), RCP (Meinshausen
et al., 2011; IIASA, 2012) or analytic forms. In Figs. 6 and 7,
future fFoss(t) is prescribed with a “smooth capped” ana-
lytic emissions trajectory that merges an initial exponential-
growth phase (with growth rater) with a mitigation phase
in which emissions ultimately decrease exponentially at a
mitigation ratem, set to yield specified all-time cumulative
emissionsQE(∞) (Raupach et al., 2011). Other future ana-
lytic emissions trajectories used in Figs. 6 and 7 are:fLUC(t)

decreases linearly from the latest observed value to zero at
t = 2100;fCH4(t) andfN2O(t) are held constant at latest ob-
served values; and CFC emissions decline exponentially at
3 %−1 (CFC-11) and 6 %−1 (CFC-12), consistent with RCP
scenarios. No volcanic eruptions are postulated in future sce-
narios.

Parameters: model parameters, given in Table B1, were set
to produce best available agreement with observations from
1850 to 2011 for [CO2], AF, kS, non-CO2 gas concentrations
([CH4], [N2O], [CFC-11], [CFC-12]), and perturbation tem-
peratureT . Formal parameter estimation was not used.

Linearisation: the linearised version of SCCM in Figs. 8
and 9 was constructed by linearising the following nonlin-
ear relationships: (1) the relationship between terrestrial NPP
and atmospheric [CO2] (Eq. B3); (2) the relationship be-
tween ocean mixed-layer DIC and [CO2] (Lewis and Wal-
lace, 1998; Harman et al., 2011); and (3) the relationship be-
tween radiative forcing and [CO2]. In each case, the nonlin-
ear relationship was replaced with a linearised version giving
the same result at [CO2] values of 280 ppm (preindustrial)
and 400 ppm.

Changes from earlier versions: relative to earlier SCCM
versions (Raupach et al., 2011; Harman et al., 2011), the ver-
sion used here includes several changes: (1) a new form for
terrestrial NPP (Eq.B3); (2) inclusion of a dependence of
terrestrial NPP on volcanic eruptions; (3) emulation of full
ocean carbonate chemistry (Lewis and Wallace, 1998; Har-
man et al., 2011); (4) time dependence of cAero (Eq.B9);
(5) improved data on past emissions of non-CO2 gases
(IIASA, 2012); and (6) minor adjustments to parameters be-
cause of these changes.

Appendix C

Data sources

CO2 emissions from fossil fuels (fFoss) are from the Carbon
Dioxide Information and Analysis Center (CDIAC, 2012).
Net CO2 emissions from land use change (fLUC) are from
R. A. Houghton (GFRA, 2012). Recent preliminary emis-
sions estimates and data collation are by the Global Carbon
Project (GCP, 2011). Atmospheric CO2 concentration data
prior to 1959 from the Law Dome ice core (Etheridge et al.,
1996); for 1959 to 1980 from averaged in situ measurements

at Mauna Loa (Hawaii) and the South Pole (Scripps CO2 Pro-
gram, 2012); and for 1980 to 2011 from globally averaged in
situ data (NOAA-ESRL, 2012). Temperature data are from
the Climatic Research Unit (CRU), University of East An-
glia, UK (CRU, 2012), the Goddard Institute for Space Stud-
ies, USA (NASA-GISS, 2012), and the National Climatic
Data Center, USA (NOAA-NCDC, 2012).
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