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Abstract. Several basic ratios of responses to forcings in theland—air and ocean-air carbon exchanges and 2@ia-
carbon-climate system are observed to be relatively steadyive forcing), and emissions trajectories for non-Cgases.
Examples include the CQairborne fraction (the fraction of This theory establishes a basis for the widely assumed pro-
the total anthropogenic CGemission flux that accumulates portionality betweer?” and Qg, and identifies the limits of
in the atmosphere) and the ratiy Qg of warming (') to this relationship.
cumulative total CQ@ emissions Qg). This paper explores
the reason for such near-constancy in the past, and its likely
limitations in future.

The contemporary carbon-climate system is often approxl Introduction
imated as a set of first-order linear systems, for example in
response-function descriptions. All such linear systems havd he global carbon-climate system has a number of stable
exponential eigenfunctions in time (an eigenfunction beingproperties, despite massive anthropogenic perturbation since
one that, if applied to the system as a forcing, produces 4he onset of industrialisation in the 18th century. The,CO
response of the same shape). This implies that, if the carborgirborne fraction (the fraction of the total anthropogenic;CO
climate system is idealised as a linear system (Lin) forced byamission flux that accumulates in the atmosphere) has stayed
exponentially growing C@emissions (Exp), then all ratios close to a mean of about 0.44 for the last 50 yr, despite signif-
of responses to forcings are constant. Important cases are thgant interannual variability and a small observed trend (Le
CO; airborne fraction (AF), the cumulative airborne fraction Quére et al., 2009). The rati@/ Qe of warming () to cu-
(CAF), other CQ partition fractions and cumulative parti- Mulative total CQ emissions Q) is also close to steady,
tion fractions into land and ocean stores, the,G@k up- not only in the past but in many future projections (Allen et
take rate ks, the combined land and ocean £€nk flux per al., 2009; Meinshausen et al., 2009; Matthews et al., 2009;
unit excess atmospheric G and the ratidl’/ Qg. Further, Raupach et al., 2011), at around 2K per trillion tonnes of
the AF and the CAF are equal. Since the Lin and Exp ide-carbon.
alisations apply approximately to the carbon-climate system This paper investigates the conditions under which ratios
over the past two centuries, the theory explains the observetike the airborne fraction anfl/ Qe are steady, and the limits
near-constancy of the AF, CAF afftf Ok in this period. of such behaviour. The approach is to identify some general

A nonlinear carbon-climate model is used to explore howanalytic properties of linearised models of the carbon-climate
future breakdown of both the Lin and Exp idealisations will System, and then to test the limits of this idealisation. This is
cause the AF, CAF ankk to depart significantly from con- done in three steps, tackled respectively in Se2t8 and4.
stancy, in ways that depend on €@missions scenarios. First, itis shown in Sec® that a wide class of first-order lin-
However, T/Qg remains approximately constant in typi- €ar systems has exponential eigenfunctions (functions that,
cal scenarios, because of compensating interactions betwed¥en applied to the system as a forcing, produce a response

CO, emissions trajectories, carbon-climate nonlinearities (in0f the same shape), and that for this class of systems, all ra-
tios of responses to forcings are constant. Next, in Sct.
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32 M. R. Raupach: Exponential eigenmodes of the carbon-climate system

this basic theorem is applied to the carbon-climate systen?2 Theory

under a “LinExp” idealisation, in which the system is linear

or linearised (Lin) and is forced with exponentially grow- 2.1 General and linearised carbon-climate models

ing anthropogenic C®emissions (Exp). In this idealisation, ,

constant ratios include the G@irborne fraction, its cumula- /A Model for the carbon-climate system can be regarded as a
tive counterpart, other Cpartition fractions, the Csink ~ Set of nonlinear equations

uptake rate, and the rati®/ Qe. These predictions are tested dx/d: = f(1) + ®(x), (1)

directly against observations. Finally, in Settthe predic- ) )
tions of the LinExp idealisation are compared with predic- wherex (¢) is a carbon-climate state vector of matter and en-

tions from a nonlinear model of the carbon-climate system €9y stores (here taken to be perturbations about a preindus-
to investigate the applicability of the LinExp idealisation to trial equilibrium statex =0), f (1) a vector of anthropogenic
future projections. Mathematical and modelling details areforcing fluxes,@(x) a vector of system response fluxes, and
given in Appendice# andB, respectively. t time. The forcing flux vectorf (¢) is externally prescribed.
The restricted LinExp world is not as great a distortion 1he response flux vectab(x), the net fluxes into different
of current reality as might at first appear. Assumption ExpStores ) arising from the response of the system to forc-
is historically approximately true for total GQOemissions ~ ING; is specified by nonlinear “phenomenological equations
from fossil fuel combustion and net deforestation from 1750€Mbodying model parameterisations.
to 2010 (Jarvis et al., 2012, and Fig. 1 below), and,@©  Equation {) is a general representation of a carbon-
the dominant net anthropogenic radiative forcing because oflimate model of any sophistication. The dimension of the
past near-cancellation of anthropogenic forcings from non-State vectox (1) may be of order 10 for a simple, globally ag-
CO, gases and from non-gaseous influences, mainly aerosof@regated model, or Tdor a sophisticated, spatially resolved
(IPCC, 2007). Assumption Lin is widely used in the form of Model. o
response-function models for parts of the global carbon cy- The response flux vecta(x) can be linearised asKx,
cle (for example, Joos et al., 1996; Trudinger et al., 2002;Where—K is the system response matrix (see Apperidix.
Enting, 2007; Li et al., 2009), and for the response of theT.hen, Eq. 0 becc_)mes a linear system of first-order ordinary
global climate system to specified radiative forcing (for ex- differential equations:
ample, Huntingford and Cox, 2000; Hansen et al., 2008; Lidy /dt = f(r) — Kx with x(0) = 0. 2
and Jarvis, 2009). There are nonlinearities in the coupling be- . o _ _
tween these linear model components, especially through th&he solution of this linear system for state variables) is

dependence of Cfradiative forcing and the ocean-—air and t
land—air carbon exchanges on £€&ncentration. These are . 1 = /G(t — 1) f(r)dr ©)
incorporated in many models of the coupled carbon-climate

system through weakly nonlinear coupling between other- 0

wise linear model components (Hasselmann et al., 1997where G(¢) is the matrix pulse response function (PRF),
Petschel-Held et al., 1999; Hooss et al., 2001; Joos et alGreen’s function or impulse response function for the sys-
2001, 2012; Raper et al., 2001; also the nonlinear model usetem; see references in the Introduction for carbon-climate
here). Fully linear versions of such models can always be deapplications. The elemer@;;(r) of G(z) is the fraction of
veloped within a limited subspace around any given state oft pulse input at time =0 into store; that appears at time
the Earth system, because a weakly nonlinear carbon-climaté storei. Formally, the PRF is given b@ (1) = exp(—K1),
model can be linearised about that state. For these reason@here exp denotes the matrix exponential (Glendinning,
the LinExp idealisation turns out to be a useful approximate1994); a more practical expression f8(z) is given below.
description of many aspects of the carbon-climate system
from the 18th to the early 21st century. However, both the2-2 Normal modes
Lin and Exp assumptions will almost certainly break down
in the future, with consequences to be investigated in 8ect.
The mathematical analysis in this paper was presage
many years ago by Bacastow and Keeling (1979), who,

showed that the Cgairborne fraction and related flux parti- (Gershenfeld, 1999, p. 12; Enting, 2007). The principle (see

tion ratios are constant in the LinExp idealisation. Here, this : - .
. ) ; AppendixA2 for detail) is to transform the state space into
is extended to all ratios between fluxes and state variables

. . g a reference frame in whick becomes a diagonal matrix
in the coupled carbon-climate system, and the limits of the . ;

. S A and the state variables(r) become new variableg(z),
idealisation are explored.

the “normal modes”. In the new reference frame, B .be-
comes:

dy/dt = U1 f(r) — Ay with y(0) =0, (4)

In Eq. @), the system response matt& has off-diagonal
éerms representing coupling or feedback between different
components ok. A standard technique for treating coupled
linear problems of this sort is the method of normal modes
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where U is the matrix of column eigenvectors &f, and
A is the diagonal matrix of its eigenvalues!™ (see Ap-
pendixA2). BecauseA is diagonal, this is a set of indepen-

33

given in AppendixA4, using theory similar to Bacastow and
Keeling (1979, their Appendix B).
These properties can be illustrated for one-dimensional

dent scalar equations that can be solved one by one. Whesystems obeying the scalar counterpart of E@), (

the solutiony () of Eq. (@) is transformed back to the origi-
nal reference frame to yielekr), the result is Eq.3), with the
elementsG;; () of the PRF explicitly identified as weighted
sums of decaying exponential terms:

Gij(t) = Zal.(f) exp(—k(’”)t>. (5)

The decay rates are the eigenvalué®’ of K, and the
WeightSai(’.") are specified by the eigenvectors Iéf (see

Egs.Al5and Al6).
Itis assumed henceforth that the exponentials;if(r) de-

cay in time (pending later verification in Sect. 4.1). This oc-

curs when all eigenvalugd™ of K have positive real parts,
so that the system defined by E8) {s dynamically stable.

2.3 Eigenmodes

x'(t) = f(t) —kx (where the prime denotes a time deriva-
tive, x'(¢r) =dx/dr). The scalar partition fraction is the ratio
x'(t)/f (), the fraction of the forcing that appears instanta-
neously as increase in the perturbation stqre. The cumu-
lative partition fraction isx(z)/Q(—o0, t), the ratio of the
responsex(t) to the cumulative forcingd (—oo, t), where

the cumulative forcing is the integral gf(z) from time —oo

tor. For a LinExp system, both fractions approach the same
constant value (Appendi&4, Eq.A27):

x'()  x(t)
f 0@ r+k

The transient term decays at the rate k. Sincer andk
are both positive for the systems under consideration, this is
larger than both the forcing rate)(@and the response rate)(

In the multi-dimensional case, the partition fractions are
the fractions of the forcing flux entering the perturbation

+ transient

@)

A linear system can be construed as a differential linear operstoresy; (¢), and the cumulative partition fractions are the ra-

ator L acting on an inpuk (¢) to produce an output (x(z)).
For the linear system of EqR), the linear operator is

L(x(1)) = <% + K>x(t) (6)
so that Eq. 2) becomed. (x(¢)) = f(¢).

An important attribute of any linear operatéris its set
of eigenfunctions (), the functions for which the output is
proportional to the input, so thdt(v(z)) =awv(¢). The pro-
portionality coefficient is the eigenvalue corresponding to
the eigenfunctiom(¢). An eigenmode is described by bath
andv(z). If a linear system is forced with an eigenfunction
so that f (¢) is proportional tov(z), then its response is the
same eigenfunction.

tios of the stores themselves to cumulative forcing. When a
LinExp system is forced exponentially with a growth raie

in just the first component of the state vectgithe partition
fraction and cumulative partition fraction for starboth ap-
proach the same value (Appendid, Eq.A29):

X0 xi) ay”

10 = O1(—c0. D) = A + transient

®)

whereQ1(—o0, 1) is the cumulative forcing in the first com-
ponent ofx. This is a weighted sum of the constant partition
ratios r1/(r1 + 1) for different modesn (compare with

' Eq. 7). The approach to this value occurs at a rate greater

thanry, for stable systems with™ > 0.
The key implication of the above theory is that for a Lin-

For a first-order linear system, the eigenfunctions are eXExp system, all ratios among fluxes and perturbation state

ponentials in time (see AppendA3 for a demonstration of  \ariaples approach constant values. This occurs because all
this key fact). Therefore, an exponential forcing produces aninear systems of the class of EQ) have exponential eigen-

exponential response with the same growth rate, so that ratioﬁmctions, so that an exponential forcing function yields a
of responses to forcings are constant. For any other forcingegnonse in which all state variables and response fluxes
response/forcing ratios are not constant. grow exponentially with the same growth rate as the forcing.
Moreover, the system response locks onto constancy of ratios
among fluxes and state variables at a rate determined by the

Tha above general result (that first-order linear systems havEorCIng ﬂl_JXb(Irl n Eq'S)I’ not the tl:rr;]over rates for individual )
exponential eigenfunctions, so that response/forcing ratioState variables (the elements of the system response matrix

. . . . i ) i
are constant under exponential forcing) implies the follow- K) F normal modes (the eigenvalugls” of K). This means

ing for LInExp systems: (a) all state variables grow at forcing that even for state variables with very slow turnover rates,

rates, not response rates: (b) all ratios among state variabl&onstant partition fractions and cumulative partition fractions
approach constant values; (c) all partition fractions (ratios of'® reached relatively quickly when the forcing grows rapidly

growth rates of state variables to the forcing flux) approach(BacaStOW and Keeling, 1979).
constant values; and (d) all ratios become independent of ini-
tial conditions faster than forcing rates. Sketch proofs are

2.4 Ratios among fluxes and state variables
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34 M. R. Raupach: Exponential eigenmodes of the carbon-climate system

3 Comparing linear theory with observations all constant in time and equal for each store, as shown by
Eq. @):
When the carbon-climate system is idealised as a LinExp

system, constancy of ratios among fluxes and perturbation"F = CAF = constant

state variables implies that the following ratios are all con- LF = CLF = constant (13)
stant: the C® airborne fraction, the cumulative airborne ©OF = COF = constant
fraction, other CQ partition and cumulative partition frac- An observable quantity related to the AF is the £€nk
tions into land and ocean stores, Q@nk rates, a_nd theratio rateks, the strength of the combined land and ocearp CO
(T/Qg) of warming (') to cumulative CQ emissions Qe).  sink per unit excess CQwith dimension 1/time:
These predictions can all be tested. ,

ke — —fi—fw _ fE—ca (14)
3.1 CQO, airborne fraction, cumulative airborne S CA cA

fraction and sink rate The latter equality follows from Eq9}. The AF andks are

related diagnostic quantities, becaugg= (1— AF) fg/ca,
and both can be inferred from observationsfefandca.

The sink ratés has several properties: first, it is a measure
ch=fe+ fL+ fum (9) of the “efficiency” of land and ocean G@inks, in the sense

of sink strength per unit excess g@loor et al., 2010). Sec-

whereca is the perturbation atmospheric @Store in PgC  ond, ks can be readily split into separate contributions from
(2.127([CQ] — [CO2],), with [COy] the CQ mixing ra-  land and ocean sinkks = k. + km, With k. = —fi /ca
tio in ppm and [CQ], =280 ppm=[CQ] at preindustrial andky = — fiu/ca, to yield separate efficiency measures for
equilibrium); ¢, =dca/ds is the atmospheric Caccumu-  land and ocean sinks. Third,k¥/is a natural time scale for
lation rate in PgC y'; f¢ is the total CQ emission flux  land and ocean C£Xsinks, sinceks is the instantaneous frac-
(fe = fross* fLuc, including emissions from fossil fuels and tional rate of decrease of excess £€@ue to sinks. Fourth,
other industry,fross and from net land use changg,uc); it can be shown (AppendiR5) thatks is a time-dependent
and fi and fy are the CQ@ land (L) and ocean (M, marine) weighted mean of the turnover rates in the carbon cycle, with
exchange fluxes. All fluxes have units PgC¥and are pos-  weights dependent on perturbation carbon stores.
itive into the atmosphere. The cumulative £@ass balance For a LinExp carbon cycleks, ki and ky are all con-
is the integral of Eq.9) from 1750 (a nominal preindustrial stant, becaus¢gi, fu andca all increase exponentially at
time) toz, denoting cumulative fluxes a3 (in PgC) and tak-  the same rate (the exponential forcing rate). Howekeis
ing ca =0 at 1750: far from constant with non-exponential emissions, as shown
in the next section.

The atmospheric C©mass balance is (Le @ et al.,
2009):

To compare the LinExp predictions for the AF, CAF and
cA = Qe+ 0L+ Om, Qe(®) = / fe(r) dr. (10) ks with observations, it is first necessary to test whetheg CO
1750 emissions have grown exponentially. Figure 1 (upper panel)

. . . compares total C@emissionsfe(¢) with an exponential tra-
Fundamental carbon-cycle partition fractions are the air- b be Ve) P

. jectory from 1850 to 2011, using an average growth rate
borne, land and ocean fractions (AF, LF and OF), respect,¢ 4 gqo4yr1=(1/53)yrt or a doubling time of 36.7yr
tively, the fractions of the total C£emission flux remaining

in the at h d tak b wral land and halso see Jarvis et al.,, 2012). The short-term growth rate
In the aimosphere and taken up by hatural fand and 0c€ag, s oscillated around this average value, decreasing below

CO; sinks: it in the 1980s and 1990s and accelerating above it in the
Ch f fu first decade of the 2000s (Le &@ et al., 2009). Total cu-
AF = i LF = A OF = s (11)  mulative CQ emissionsQg(¢) have followed an exponen-

tial trajectory with the same growth rate remarkably closely
Correspondingly, the cumulative airborne, land and ocearsince 1850 (Fig. 1, lower panel), apart from a small dip
fractions (CAF, CLF and COF) are the fractions of cumu- in the two decades before 1950 and a subsequent recov-
lative CQ, emissions Qg) appearing in atmospheric, land ery in the two following decades. This indicates that depar-

and ocean stores: tures of emissiongg(¢) from exponential behaviour have not
cA oL Owm been systematic.
CAF = Oc’ CLF = oe COF = O (12) Figure 2 shows the observed AF and CAF (from annual

CO, data) for 1850 to 2011, suggesting at first sight that the
Conservation of mass ensures that AF+LF+OF=1 andLinExp prediction (AF = CAF = constant) is quite a good ap-
CAF+CLF+COF=1. proximation. Figure 3 demonstrates a near-proportional rela-
If the carbon cycle obeys the LinExp idealisation, then tionhip between perturbation atmospheric £&hd cumula-
the partition fractions and cumulative partition fractions aretive total CQ emissions, the slope of which is the CAF. From
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" Fig. 2. Observed C@ airborne fraction (AF, Eql1) and cumu-
5 lative airborne fraction (CAF, EdL2). The grey band is an uncer-
g; % tainty estimate£ 1o0) for AF = C,/a\/fE, accounting for errors in both
EL CO, emissions (g = frosst fLuc) and atmospheric accumulation
'-q'j o 100 (cl’,_\ =dca/dz, calculated from annual incrementsdR). An uncer-
2 S tainty band for CAF is not shown here for clarity (it is shown else-
g g / where; see Figs. 7 and 9). Full and semi-transparent lines for both
g = AF (black) and CAF (red) respectively denote the observations in
O the period of high-quality in situ atmospheric g@stimates (from

1959 onward) and the period before 1959 for which atmospheric

10 ‘ ‘ ‘ ‘ COs is inferred from ice core data; the uncertainty is much larger
1850 1890 1930 1970 2010 before 1959. Data sources: Appendix
Fig. 1. Upper panel: observed total global @Qemissions,
fe= frosst fLuc, as a function of time. Lower panel: cumulative 250 [
global CG emissions,Qg = Qfosst QLuc- The vertical axis in L ﬁtaft%m 1750 /
both panels is logarithmic so that exponentially growing emissions  5qq [ — fit from 1960 . 1
would appear as a straight line. The dashed line in both panels indi [ P o
cates exponential growth, proportionaldd with r =1.89 % yr 1. . [ ]
Data sources: Appendi@. oA 1501 ]
a [ & ]
& 100} - ]
1959 to 2011, the average AF was 0:48.15 and the aver- ,
age CAF was 0.414 0.011 (I over annual values). Obser- S0y 1
vational uncertainties are too large to infer the detailed be- ]
haviour of the AF or CAF prior to 1959, the start of in situ 00 100 200 300 400 500 600
atmospheric C@measurements.
Qe (PgC)

Although the LinExp idealisation is consistent with the ob-
served near- constancy of the AF and CAF, further evidencerig. 3. Perturbation atmospheric GGtore (in PgC)ca(¢), as a
suggests that departures from LinExp behaviour are obsenfunction of cumulative total C@® emissions,Qg(r). Red line is a
able in the carbon cycle. This evidence is of two kinds. First,linear fit to data from 1750 to end of 2011, constrained to pass
recent papers (Canadell et al., 2007; Raupach et al., 2008hrough the origin; green line is a linear fit to data from 1960 to end
Le Queré et al., 2009) have suggested that there is a deof 2011, not constrained to pass through the origin. Data sources:
tectable increasing trend in the AF from 1959 to the earlyAPPendixC.
2000s, at a relative growth rate of 0.2 to 0.3 %Yrr This
finding has been contested on several grounds, mainly ques-
tioning the attribution of the observed trend in the AF ratherthe 1990s and early 2000s (Francey et al., 2010). Reconcili-
than its existence: the observed trend has been attributed tation of these different views on the attribution of observed
slower-than-exponential growth ifie (Gloor et al., 2010), AF trends is undertaken elsewhere.
to particular events such as volcanic eruptions and ENSO Second, the LinExp prediction of constangis tested in
(El Nifo-Southern Oscillation) events (ficher et al., 2012;  Fig. 4 by plotting direct observations @k from 1850 to
Sarmiento et al., 2010), or to errors in g@missions datain  2011. From 1959 to 201Xks declined significantly, by a
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transparent lines respectively denote observations in the period ¢ 0.6 E
high-quality in situ atmospheric G{estimates (from 1959 onward) & T
and the period before 1959. Data sources: Appe@dix L~ 04f
0.2
factor of around 1/3. As with the AF, observational uncer- 0-0;
tainties prevent statements about trends before 1959. Theol gL b

served behaviour dfs is not in accord with the LinExp ide-
alisation, or with the assumption (Gloor et al., 2010) that
is constant. Qe (PgC)

0 100 200 300 400 500 600

Fig. 5. Perturbation global temperatuf® (referenced to 1880—
1900) from three data sources, as a function of tirigper panel)
2009: Meinshausen et a|and of cumulative CQ emissionsQg (lower panel). The average

of all three series is shown as black points. In the lower panel, the
red line is a linear fit to all availabl€ data (average over 3 sources)

3.2 Ratio of warming to cumulative emissions

Several recent papers (Allen et al.,
2009; Matthews et al., 2009; Zickfeld et al., 2009) used nu-

Imerlcarl1 carbon- Cllmaltebn]odels to propose a;ear linear % onstrained to pass through the origin; green line is a linear fit to
ations I_p between glo ; a _tempera.lture perturbatibhgnd data from 1960 to 2011, not constrained to pass through the origin.
cumulative total CQ@ emissions Qk): Slopes arer =1.47K EgCTl (red) and 2.13K EgC! (green). Data

sources: Appendi.
T = aQE. (15)

The slopew is a form of transient climate sensitivity with o \vhole record (1750 to 2014: = 1.47+ 0.05 K EgCY)

. 1 . % o M .
units KEGC™* (1EQC or 1exagram of carbon is #WC  pese values bracket the widely quoted slope in EB) ¢f
or 1trillion tonnes of carbon). Matthews et al. (2009) have , - 5 k EgC! (Allen et al., 2009).

calledx the “carbon-climate response”. From E8§),(such

a linear relationship holds under a LinExp idealisation of the

coupled carbon-climate system, noting that this involves lin-4  Future breakdown of the LinExp idealisation

earised descriptions of processes such as the dependence of

radiative forcing on C@ and other greenhouse gas concen- Figures 2 to 5 show that the LinExp idealisation applies

trations (see Appendix B). The LinExp idealisation identifies approximately to the carbon-climate system from 1750 to

conditions under which a proportional relationship betweenthe present, providing an explanation for the observed near-

T and Qg can be expected, and also suggests that proporeonstancy of the AF, CAF anfl/ Q. It is highly likely that

tionality is likely to fail as either or both of the Lin and Exp the LinExp idealisation will break down in future, causing

assumptions break down. the AF, CAF and the C®sink rateks to depart significantly
Equation (5) is tested in Fig. 5 by plotting observadd  from constancy. This can happen for one or more of three rea-

againstQg. The plot is noisier than Fig. 3 (observed sons: departures from linearity (failure of Lin), departures of

againstQg) but suggests that Eql%) is a useful approxi- emissions from exponential trajectories (failure of Exp), and

mation. The regression slope over the recent period (1959 tthe effects of radiative forcing agents other than,CBere,

end of 2011 = 2.13+ 0.13 K EgC 1) is higher than over  these effects are assessed by comparing predictions from the
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Fig. 6. Total CO, emissions (g) and predictions for C@concentration and temperatuFe with analytic emission scenarios for G@nd
non-CQ gases yielding cumulative total G@missiong2 g (oco) from 1000 to 3000 PgC (details in Appendy. Left and right panels show

plots against time an@g(¢), respectively. In lower right panel, large points are IPCC AR4 projections (IPCC, 2007 ) in 2100 for

SRES marker scenarios (from left) B1, A1T, B2, A1B, A2, A1FI, with 17—83 % uncertainties; small points are C4MIP projections (Matthews
et al., 2009). Data sources: Appendix

LinExp idealisation with those from a nonlinear model of the al., 1975; also other references for response-function models

carbon-climate system. given in the Introduction). Model state variables are carbon
masses in the atmosphere, fast and slow land C stores and
4.1 Nonlinear model a set of ocean C stores; the atmospheric concentrations of

CHg4, N2O and CFCs; and global perturbation temperature
The nonlinear model is the Simple Carbon-Climate Model components. Radiative forcing of climate occurs fromxCO
(SCCM) (Raupach et al., 2011; Harman et al., 2011). TheCcH,, N,O, CFCs and aerosols. The model includes nonlin-
form used here is briefly described Appen@xSCCM is a  earities of several kinds: the response of terrestrial carbon

globally aggregated model of the carbon-climate system, amssimilation to C@, ocean carbonate chemistry, temperature
approach with long antecedents (for example, Oeschger et
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10 ———r— e ——— ——— Eq.A2) are indeed all positive, confirming that the model is

[ ] dynamically stable.

08 |- To characterise model performance, Fig. 6 shows SCCM

predictions for CQ concentration [C@] and temperatur&,

with forcing from observed past emissions and analytic sce-

narios for future emissions of GOQCHs, N2O and CFCs.

Future total CQ emissionsfe(¢) (top row of Fig. 6) are pre-

scribed using a smooth analytic peak-and-decline trajectory

(Raupach et al., 2011) such that the all-time cumulative total

CO, emissionQg(co) takes values from 1000 to 3000 PgC
e e - - in 500 PgC steps. Her@g(co) =1000 PgC yields a strong-

1800 1900 2000 2100 2200 mitigation trajectory for CQ@ emissions akin to Representa-

AF [-]

tive Concentration Pathway (RCP) scenario RCP3pd (Moss
e oo ] etal., 2010; van Vuuren et al., 2011), a@g (co) = 3000 PgC
L Q1500 ] yields a trajectory akin to the Special Report on Emissions
08 Qgggg ] Scenarios (SRES) A1B scenario (Nakicenovic et al., 2000).
os I — 83000 1 Emission trajectories for other gases are the same across all

cases in Fig. 6 (see Appendifor details). The left panels

in Fig. 6 show plots offg(¢), [CO2](¢) andT () against time

0.4 m t, while the right panels show the same quantities plotted
, ] against a different clock, cumulative G@missionsQg(t)

CAF [-]

02 ] defined by Eq.10), to yield trajectoriess(Qg), [CO21(QE)
[ ] andT (Qg).
0.0 L L L L 1 L L L L 1 L L L L 1 L L L L . .
1800 1000 2000 2100 2200 . Figure 6 shows broad_ agreement between SCCM predic-
tions and past observations of [glGand T'. For the future,
005 R R — predictions for [CQ] as a function of Qg (Fig. 6, middle

right panel) are close to straight lines up to near the time of
the peak in CQ, and decline thereafter. (A linear relation-
ship [CQ](QE) is equivalent to a constant CAR&/ Q).
Predictions forT as a function ofQg (Fig. 6, lower right
panel) fall close to a straight line with slofg&/ Qg about
1.8KEgC1, broadly consistent with the observed past be-
haviour for this relationship (Fig. 5) and with E4.5). The
different behaviours of [C&](Qg) and T (Qg) beyond the
time of peak CQ arise because temperatdraleclines from
0oo NN, . ., T its peak much more slowly than G@Raupach et al., 2011).
1800 1900 2000 2100 2200 In Fig. 6 (lower right panel), present predictions for
T (Qg) are compared with projections from two model en-
sembles: the models used in the Fourth Assessment of the
Intergovernmental Panel on Climate Change (IPCC AR4)
b_(IPCC, 2007), and 11 coupled carbon-climate models in
the C4MIP intercomparison (Friedlingstein et al., 2006;
Matthews et al., 2009). The IPCC AR4 projections included
forcing from multiple gases but no interactive carbon cycle,
while the C4MIP projections used forcing from g@nly
but included an interactive carbon cycle. Present predictions
responses of land—air and ocean—air@2changes, and the fall within the envelopes of both model ensembles. Differ-
response of radiative forcing to gas concentrations. Modeknces between the ensembles are assessed below (Sect. 4.2,
forcing is with prescribed emissions trajectories forDd Fig. 8).
non-CQ gases. The model also includes the response of ter- Figure 7 shows SCCM predictions of AF, CAF and the
restrial net primary production to volcanic eruptions, forced CO; sink rateks, with the same forcing as for Fig. 6. The
with an externally prescribed volcanic aerosol index. SCCMmodel reproduces observed past behaviour for all three quan-
can be linearised analytically, by determining the model Ja-ities, apart from interannual variability that is not in the
cobian and thence forming a tangent linear model. The eigenmodel and is known to be correlated with ENSO (Keeling
valuesr™ of K (the negative of the model Jacobian, from and Revelle, 1985; Raupach et al., 2008). In the future, the

0.04 |

0.03 [

ks [1/y]

0.02 |

Fig. 7. SCCM predictions of AF, CAF andg with analytic sce-
narios for future emissions of GOand non-CQ gases (CH,
N-O, CFCs) yielding cumulative total Cmissiongg(co) from
1000 to 3000 PgC. Model details as for Fig. 6. Error bands on o
servations are- 10. Data sources: Appendi3.
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predicted AF varies strongly with C@missions, decreasing carbon-climate coupling. The same simplification step yields
progressively more rapidly a3g(oco) decreases, and becom- a comparable relative decrease in perturbafiorFig. 8,

ing negative when the CQOconcentration starts to decline lower left panel). The removal of carbon-climate coupling
(Fig. 6, middle row). The CAF is much less variable but still (step V2 to V3) has a large effect on both [gJ@nd T, de-
responds to changes ®e(c0), increasing slightly in future  creasing predicted [C£) by over 100 ppm (680 to 550) in
for the high-emission scenari@€(oco) =3000 PgC) and de- 2100 with larger decreases thereafter, and decredsimga
creasing for the lowest-emission scenario (1000 PgC), withfurther 0.5K in 2100 and 1 K in 2200, on top of the decrease
the decrease occurring mainly beyond the time of peak,CO from V1 to V2. These changes in [GPand T in response
consistent with Fig. 6 (middle right panel). The sink ré¢e  to carbon-climate coupling fall within the wide range of re-
declines strongly in all future predictions, by a factor of or- sponses found in carbon-climate model intercomparisons us-
der 3 from 2000 to 2100 and with further decreases thereing high emission scenarios (Friedlingstein et al., 2006; Sitch
after, continuing a trend already evident in past observation®t al., 2008). The effect of linearisation of g@ynamics and

(Fig. 4). radiative forcing (step V3 to V4) is a moderate additional de-
o . crease in [C@] and a small additional decreaselinFinally,
4.2 Attribution of future departures from LinExp imposing an exponential rather than a peak-and-decling CO

. _ L emissions trajectory (step V4 to V5) has a large effect on both
Under the LinExp idealisation, AF, CARs and 7/Qe  [co,]and T, producing exponentially growing perturbation

would all be constant, with AF=CAF (EQ.3). For future (-0, and 7 in accordance with the above theoretical results
trajectories of AF, CAF anfis this is clearly far from the case ¢, 5 LinExp system.

(Fig. 7), while forT / Qg, approximate constancy is observed o picture is different when trajectories of [gand T
(Fig. 6, lower right panel). To diagnose the reasons for these, .o plotted against cumulative emissiofis(r) (right pan-
quite different behaviours, Fig. 8 shows predictions for,CO g in Fig. 8). Using this clock (as in the right panels of
concentration and global temperatui® from five versions Fig. 6), the full model (V1) produces trajectories [J00k)
of SCCM at a sequence of levels of simplification ranging and T(Qg) that are close to straight lines. The behaviour
from the fgll nonlinegr modgl tp the LIinExp idealisation..The of T(Qg) with the full model replicates Fig. 6 (lower right
same forcing (the high-emission cage(00) =3000PgC in  hane)) For [COJ(QE), near-straight-line behaviour is ob-
Fig. 6) isused in every version exceptt_he last. Schematlcallyserved up to times a little before the peak in [.Cbut
the components in the five model versions are not thereafter (Raupach et al., 2011) (compare with Fig. 6,
middle right panel); this behaviour fills the whole of Fig. 8
(middle right panel) because the peak in£dxcurs far in
the future (well after 2300) under the high-emission sce-
V2(CO; only) : LinExp + NonExp+ NonLin nario used. As the model is simplified sequentially from V1
+ Coupling to V4, the trajectories [C&(Qg) and T (Qg) fall progres-

V3(uncoupled : LinExp -+ NonExp-+ NonLin sively below the approximate straight lines for V1, in incre-
ments similar to those seen in the corresponding plots against

V1(fullmodel) : LinExp + NonExp+ NonLin
+ Coupling+ NonCQ

V4 (Lin) : LINExp + NonExp time. The last simplification to reach the LinExp idealisation
(V5) yields straight-line trajectories for both [GRQOEg) and
V5 (LiINExp) : LinExp. T (Qk), consistent with theory (EdL2). These trajectories

are close to those predicted by the full model (V1).

Version 1 (full model) includes all processes represented Also shown in Fig. 8 (lower right panel) are estimates of
in SCCM. V2 (CQ only) removes radiative forcing from 7 (Qg) from the IPCC AR4 and C4MIP projections, as in
non-CG gases and aerosols. V3 (uncoupled) also remove§ig. 6. The C4AMIP projections used forcing from génly
carbon-climate coupling arising from the dependence of CO with a coupled carbon cycle, and so correspond with model
fluxes on global temperature (a surrogate for all dependenVv2 above, while the IPCC AR4 projections included multi-
cies of fluxes on physical climate). V4 (Lin) is a fully lin- gas forcing but no carbon-climate coupling, and so do not
earised counterpart of V3 in which all equations for £0O correspond with any of V1 to V5. Values &f(Qg) from the
fluxes and CQ radiative forcing have been linearised, and C4MIP projections tend to lie below those from IPCC AR4
volcanic influences on the carbon cycle removed. V5 (Lin- projections, and scatter around the prediction for model V2
Exp) uses the same linearised model as V4, but with an exforange line) in Fig. 8.
ponential CQ emissions trajectoryg(r). In summary, near-linear behaviour for the trajectories

Considering first the trajectories of [GPand T as func-  [CO2](Qg) andT (Qg) is observed at both ends of the model
tions of time (left panels in Fig. 8), the prediction for [gJO  simplification sequence, the full model (V1) and the Lin-
shows little response to the removal of nons<J@rcing (the  Exp idealisation (V5). However, the reasons are quite dif-
step from V1 to V2) except beyond 2100 when warming is ferent in each case. In the LinExp idealisation, linear be-
large and some decrease in [€}Jds observed because of haviour is a theoretical requirement following from the fact
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Fig. 8. SCCM predictions of [CQ] and T with successive simplification of process descriptions, from a full model to the LinExp idealisation.
Model versions: (V1, red) full model; (V2, orange) €0nly; (V3, green) uncoupled; (V4, sky blue) Lin; (V5, dark blue) LinExp. Prescribed
total CO, emissions trajectories are identical for versions V1 to V4 (the ¢gseo) = 3000 PgC in Fig. 6), and are exponential for V5. Other
details as for Fig. 6. Data sources: Appen@ix

that a linear system has exponential eigenmodes, so that affressively more positive). The first two of these effects were
ratios among state variables and fluxes are constant wheidentified by Matthews et al. (2009) as contributors to the
forcing is exponential. For the full model, near-linear be- near-linear behaviour of (Qg). Without all three effects,
haviour of [CQ](Qg) and T(Qg) arises from compensa- [CO2](Qg) and T (Qg) would both be nonlinear under re-
tions between opposing nonlinear effects from (1) positivealistic, non-exponential peak-and-decline emissions trajecto-
feedbacks from carbon-climate coupling (tending to increaseies curving downwards below straight-line behaviour as in
the CAF and increase the upward curvature or reduce thenodel V4 (Fig. 8, right panels). When these effects are in-
downward curvature in [C&(Qg) andT (Qg)); (2) the re-  cluded (model V1), the resulting net increases in {QQk)
sponse of C@radiative forcing (weakening with increasing andT (Qg) restore approximate straight-line behaviour.

CO, and hence tending to make(Qg) curve downward); Figure 9 shows the effect of model simplification on the
and (3) non-CQ@ radiative forcing (tending to makg(Qg) AF, CAF and the CQ@sink rateks. In the simplification se-
curve upward as net non-G@adiative forcing becomes pro- quence from V1 to V4, the largest effect occurs with the
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10 ———r— e ——— ——— observed near-constancy of the airborne fraction (AF), the

[ ] cumulative airborne fraction (CAF) and the rafig Qg of

1 warming to cumulative C®emissions. This idealisation is

relevant for the past because three conditions have been ap-

. proximately satisfied: (1) total CQemissions have increased

] nearly exponentially (Fig. 1); (2) linearity of carbon cycle re-

S sponse fluxes has been a reasonable approximation (imply-

] ing that land and ocean sink fluxes have been approximately

y proportional to excess Concentration); and (3) there has

3 ] been approximate cancellation in recent times of the two

ool Bd . e major classes of radiative forcing other than £@e pos-

1800 1900 2000 2100 2200 itive forcing from long-lived non-C@gases (Cl, NoO and
synthetic gases), and the negative forcing from other agents

AF [-]

e o (mainly aerosols, ozone and albedo effects) (IPCC, 2007,
L v2:CO2only their Fig. 2.4).

08 [ Va: Uncoupled ] Nevertheless, departures from the LinExp predictions of

. “veinee ] constant AF, C@ sink rate ks) and 7/ Qg are already ev-

ident in past observations, particularly in the observed de-
crease oks. These departures will increase as all three of the
/ e’ above conditions break down progressively: (1) emissions
/ 1 will depart from present near-exponential growth (Fig. 1)

CAF [-]

04 F L ~

02 if mitigation efforts cause trajectories to peak and decline;
ool (2) Iinearity of ca_rbon cygle responses is Iikely to be dis-
1800 1900 2000 2100 2200 rupted by increasing nonllnearmes as perturbations bgcome
larger; (3) the approximate cancellation of non-Ceantri-
0.05 N R R R butions to radiative forcing is unlikely to continue, because
\ 1 of declining negative forcing from non-gaseous agents and
0.04 F \ : ‘P | . increased forcing from non-CQOgases (Strassmann et al.,
& [k , 1 2009; Meinshausen et al., 2011; IIASA, 2012).
=~ o003l - J ‘ b = The predicted net effect of these factors is that the AF and
=) . V L\(\, ‘ 'I 1 ks will depart strongly from constancy in ways that depend
2 0L ‘ ﬂl\ ] on emissions scenarios (Fig. 7): for example, the AF will be-
H \ W 1 come negative late in the 21st century under strong mitiga-
0.01 [F E tion scenarios. However, the predicted rafioQ continues
& ] to be approximately constant in typical scenarios (Fig. 6).
ooo NN, . . ., ., . ., ] This is not because of continued applicability of the Lin-
1800 1900 2000 2100 2200 Exp idealisation, but instead because of compensating inter-

. - ) . actions between non-exponential emissions trajectories, non-
Fig. 9. SCCM predictions of AF, CAF ankls with successive sim-

A L ! linear carbon-cycle dynamics and non-£gases.
plification of process descriptions, from a full model to the LinExp Nonlinear effects needing further investiaation include po-
idealisation. Model details as for Fig. 8. Error bands on observations 9 9 P

are+ 1o Data sources: Append. te'ntial threshold crqssings not .yet evident iq the cgrbon-
climate system, typically associated with regional triggers
that have global consequences. Examples include large car-
removal of nonlinear carbon-climate coupling (V2 to V3), bon releases from thawing permafrost soils (Schuur et al,
causing the AF to decrease strongly and changing both thé008; Tarnocai et al., 2009; MacDougall et al., 2012), major
level and trend in the CAF ankk. When the LinExp ideali- changes in ocean circulation, and loss of the arctic ice sheet

sation is reached (V5), constant values for all three quantitie§hrough warming. Processes associated with these threshold-
are obtained in accordance with theory. like reinforcing feedbacks are not in the model (SCCM) used

here, so present conclusions about the future effects of non-
linearities may be conservative.

5 Conclusions

The LinExp idealisation provides useful guidance about the
past behaviour of the carbon-climate system under strong
anthropogenic forcing from 1850 to present, explaining the
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Appendix A

Mathematical details

Al Linearised model

M. R. Raupach: Exponential eigenmodes of the carbon-climate system

Equation A4) is the multi-dimensional counterpart of the
solution for a one-dimensional linear ordinary differential
equation (LODE) with constant coefficients:

dx/dr = f(t) — kx with x(0) = xo. (A7)

Equation () is a general representation of a carbon-climateHere exgK 1) reduces to the scalar exponental’, yielding

model in whichx (¢) is a carbon-climate state vector of mat-

the conventional solution

ter and energy stores (taken as a perturbation about an equi-

librium statex =0), f(¢) a vector of anthropogenic forcing
fluxes, ®(x) a vector of system response fluxes, arine.

The state vectox includes a set of carbon stores in atmo-

t

x(t) = /e_k(’_’)f(r) dr + e ¥ xo.

0

(A8)

spheric, land and ocean reservoirs, a set of physical climate

state variables such as land and ocean temperatures and
mospheric water contents. The forcing flux vecioir) is
externally prescribed. The response flux veabgx) is the
set of net fluxes into the different stores @rising from the

512 Normal modes

In the linear system of Eq2], let the system response matrix
K have eigenvalues™ and eigenvectorg™ for modesn,
so that

response of the system to forcing, and is specified by non-

linear “phenomenological equations” embodying model Pa-y ,m) — ) m) Kk — yau-L

rameterisations.
The equation system (Edj) can be linearised by approxi-
mating®(x) as

P(x) = g — K(x — xp) (A1)

where xo=x(0) is the linearisation point (referenced to
t=0), ®o=®(xp), andK is the system response matrix, the
negative of the Jacobian matrix ®f(x):

— [0 /0% ]y

Diagonal elements ok are rate constants for flows out of
storei = j. The linearisation pointg is arbitrary, the simplest
option (used in the main text) being to take as the initial
equilibrium stateXo=0, ®¢=0).

With arbitraryxo, Eq. (1) becomes

Kij = (A2)

dx/dt = f(1) + @0 — K (x — x0) (A3)

with initial condition x(0) =x¢ and with &= ®(xg). The
solution is

t
x() = /G(t —0)[f(x) + &0+ Kxg] dr (A4)
0
where the matrix PRF or Green’s function is
G(1) = exp(—K1) (A5)

using the matrix exponential edd), defined for a square
matrixM by

expM) = Y — (AB)
n=0 """

Equations A3) and (@A4) generalise main-text Eqs2)(
and @) to arbitraryx.

Earth Syst. Dynam., 4, 3149, 2013

(A9)

where U is the matrix of column eigenvectors &f, and

A =diag¢.") is the diagonal matrix of its eigenvalues. In
terms of componentsl(m) of the eigenvectors, components
of U areU,,, =u§’"). The matrices<, U and A are all square
and of the same dimension, abid? is a rotation matrix that
mapsK to the diagonal matrix\. This matrix also maps the
state vectox (r) to a new state vector(¢) of normal modes,
such that

y = Ulx, x= Uy. (A10)

Restricting toxg=0 (the more general case is similar),
Eq. () can be rotated to the new reference frame by pre-
multiplying by U~

dy/dt = U1 f(r) — Ay with y(0) = 0. (A11)

For the diagonal matrixA, exp(A)=diag(expr™), so
Eqg. (A11) is a set of independent scalar equations like
Eq. (A7) that can be solved one by one. The solutionyfam

is

t

y(0) = / exp(—A(t — 1)) U™ f (1) dr.
0

(A12)

Using Eq. A10), the corresponding solution fanz) is

t

x(t) = /Uexp(—A(t—r)) U™t f(7) de.
0

(A13)

This is consistent with the direct solution, EqsA4]
and @A5), because the PRF is

G(t) = exp(—Kt) = Uexp(—Ar)U™L (A14)
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M. R. Raupach: Exponential eigenmodes of the carbon-climate system 43

using Egs. A6) and A9).

Equation A14) shows that the elements Gf(¢) are sums
of exponential terms with decay rates for different moadeks (
given by the eigenvalugs™ of K:

Gij(t) = Zalf}") exp(—k(’")t) (A15)
with
@i} = Ui (U D (A16)

(also see Edp). The weights;l.(]’?” sum overn to 1 when = j

and to 0 otherwise, becaus#)~1=1, the identity matrix.
This ensures thas (0) =1, as required for a PRF.
EquationsA13) to (A15) yield a solution for (r) as a sum

with growth rater, then the eigenfunction selected by this
forcing is given byL (v(¢)) = f () =av(z), or

rt (a—k)t

Joe'" = ace (A21)

which requires that =« — k and fo =ac, so thatc = fo/(r +
k). The resulting eigenfunction is therefore

fo .
z‘ [ — .
v (@) r—l—ke

This can be compared with the full solution of Eé7)
with f(t) = foe':

fO rt )0 —kt
f) = ——~ - — .
x(1) " ke + [ xo0 Py e

(A22)

(A23)

This solution is the sum of the exponential eigenfunction

of convolution integrals with exponential kernels. It is often v(z) given by Eq. f22), and a decaying transient term
more useful to compute(r) from solutions of independent (taking k > 0) that accounts for any difference between
LODEs, by Iettingzgm) = Ui ym (N0 SUM), a set of rescaled the initial conditionx(0) =xg and the initial eigenfunction

versions of the normal modes, . Thez™ are governed by v(0) = fo/(r + k). For any initial condition, the full solution

: i i approaches the eigenfunction (E&R2). The fact that any
a set of independent LODEs: exponential function is an eigenfunction means that an ex-

dz™ ponential forcing produces an exponential response with the
T — Zai(;n)fi t) — A(m&g’"), (A17) same growth rate as the forcing.
d T Multiple dimensions the eigenfunctions for a multi-
dimensional system are easily identified after rotating the
The rescaled normal modes suni¢) :szm), state vector () and its governing system (E) to form
m normal modesy(t) governed by Eq.A1l). Because the
normal modes are independent, the eigenfunctions for each
modem are given by Eq.A20) with a response raté) equal
to the eigenvalua™ for that mode. When exponential forc-
ing (f(¢) = foe™) is applied to that mode, the response is an
exponential eigenfunction in that mode, given by E&R%)
with k=20,
In multi-dimensional systems, forcingf| is applied to
components of the state vectar) (rather than to modeyJ.
This forcing is distributed among modesls® f (Eq.A11).
When the forcing is exponential, the result is an exponential
response in multiple normal modes. An example is a system
forced exponentially in just the first component of the state
vectorx, so that

A3 Eigenmodes

With a linear operatoL (x (¢)), a general inhomogeneous lin-
ear system with forcingf (¢) is

L(x()) = f(0). (A18)

The eigenmodes (eigenvaluesand eigenfunctions(t)) of
this system satisfy
L((t)) = av(®). (A19)
For the first-order linear system (E2), the operatof. (x (¢))
is given by Eq. ).

The eigenfunctions of this first-order linear system are f = (f01e’1’, 0,0,..).
exponentials in time. This is demonstrated first for one- ) o ] ] ) )
dimensional and then for multi-dimensional cases. The resulting explicit SOI““(O'; fox () in multiple dimen-
One dimension in the scalar case, the linear system Sions is the sumx()=3z""(r) of independent scaled

is governed by Eqg. A7) and its eig_er_1funptions satisfy normal-mode solutions,meach governed by B417) and
dv/dr + kv =av, or d(In v)/dr =« — k. This implies that having a scalar solution given by Ed43). Summing these
solutions, the resulting(¢) is

(m)

. . . : . a;y” foi .
wherec is an arbitrary constant. EquatioAZ0) is an eigen-  x;(t) = Z (’1—{("1)> ¢! + transient
function of Eq. A7) with any eigenvaluer and constant. o \1

Since these eigenfunctions are exponential, any exponential

forcing produces a proportional exponential response. If thg ansient— Z Z a™ x;(0) —
forcing for the scalar system is(z) = fpe'’, an exponential " ; Y

(A24)

(a—k)t

v(t) =ce (A20)

(A25)

a,'(;_n) Jfo1 e_)\(m)t
ry + A0 '
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As in the scalar solution, the first term is an exponentially fractions are given by a similar expression with the same con-
growing eigenfunction and the second a decaying transienstant term, as in EqQA28). These equations verify proper-
term. The weights, " are given by Eq.415). ties (b), (c) and (d) for LinExp systems.
A4 Ratios among fluxes and state variables A5 Sink rate

Here it is shown that LinExp systems (first-order linear sys-Here it is shown that the sink ratg defined by Eq. 14)
tems with exponential forcing) have the following proper- is a time-dependent weighted mean of the turnover rates in
ties: (a) all state variables grow at forcing rates, not respons#he carbon cycle. In a general linear, multi-pool model of
rates; (b) all ratios among state variables approach constarite carbon cycle, the excess carhg(y) in pool i is gov-
values; (c) all partition fractions (ratios of growth rates of erned by Eq.%). As in AppendixA2, the variables; (r) can
state variables to the forcing flux) approach constant valuesbe transformed to new variablefé”)(t) (the rescaled normal
and (d) all ratios become independent of initial conditions atmodes) governed by EgAL7), such that; (1) = Zzlim)_ Let
greater than forcing rates. i m

Property (a) is demonstrated by E426). To demonstrate pool c1(¢) be _the atmo_spherlc Cz(?store andf(¢) the total
properties (b), (c) and (d), the one-dimensional and multi-2nthropogenic C®emission flux into the atmosphere. The
dimensional cases are dealt with in turn. modesz{"™ (1) summing toc1 (1) are governed by EqALT)
One dimensionfor the scalar case, EGAT), the solution ~ With i =1 and; = 1. Summing over modes and using
is Eq. (A8). This solution is characterised by two ratios: EQ. (A16), it follows thatc: () satisfies
the partition fraction’(¢)/f (¢), and the cumulative partition B
fractionx(1)/Q(—oo, t). HereQ(—oo, 1) is the cumulative —= = f1(r) — ZA(’")Z(l’”) (A30)
forcing dr m

Using the definition of the sink ratls in Eq. (14), the last

t
O(—c0, 1) = / foe' " dr = ﬁert‘ (A26) term in this equation (the total GGink) can also be written
r asksc;. It follows that
—0o0

From Eq. A23), the partition fraction and the cumulative ks = Z,B(’”)A(’") with ) = 2" /c1. (A31)
partition fraction are, respectively, "
X' (1) , kxo k Henceks is a weighted mean of the turnover rates for the
O TR (T - m) e~ rth (A27)  modesm, with weightsg® summing to 1. These weights
0 depend on time in general, because the m(z@@sgrow at
x(t) r X0 k st different rates. In the particular case where the forcfin@)
000 D)~ rik + To T rik)€ . (A28) s exponential (the LinExp idealisatiord™ andks become

constant in time.
Both ratios approach the constant valyér + k) (equal to

r/a) with a transient term decaying at the rate k. Whenr ]

andk are both positive, the decay rate of the transient term ig"PPendix B

larger than both the forcing rate)(@nd the response rate)( _ )

Multiple dimensionsin this case the partition fractions for Simple Carbon-Climate Model
the system are the fractions of the forcing flux appearing in-
stantaneously in the storedr), and the cumulative partition
fractions are the ratios of the stores themselves to cumulativ
forcing. For a system forced exponentially in just the first
component of the state vecter(Eq. A24), the partition frac-

The Simple Carbon-Climate Model (SCCM) (Raupach et al.,
011; Harman et al., 2011) is a globally aggregated model of
the carbon-climate system, mainly based on well-established
formulations.
The model state vector isA, Cr1, CL2, cmi, cmp, [CHa4l,

tions are [N20O], [CFC-11], [CFC-12],T\;); it includes one atmo-
x/(1) a,-(T) Sfo1 . spheric total carbon storex), two land carbon store€( 1,
O e + transient (A29)  (,), four perturbation carbon stores in the ocean mixed
layer (cm;), one perturbation carbon store in the deep ocean
transient (cmp), atmospheric concentrations of four non-C@reen-
o - JmA . house gases, and three. perturbatlop global temperatures
=2\ % 2ai; X0 — r111+;x<m> (ra+2t)e (Tw;). Total and perturbation state variables are denoted by
" j upper and lower-case letters, respectively, and the equilib-

This generalises EqAQ7). As before, a constant plus a de- rium (preindustrial) state by a subscrip(so X andX, are
caying transient term are obtained. The cumulative partitiontotal and equilibrium state vectors, and=X — X, is the

Earth Syst. Dynam., 4, 3149, 2013 www.earth-syst-dynam.net/4/31/2013/



M. R. Raupach: Exponential eigenmodes of the carbon-climate system 45

perturbation about the equilibrium state). An exception to The land—atmosphere exchange flfixis the negative ter-
this convention is temperature, where the absolute temperestrial net ecosystem productivity (NEP):
ature is® and the perturbation temperatureis ® — Q.

Atmospheric carbarthe mass balance for the atmospheric fL = —fnep = — (fnpp — kL1 CL1 — k12 C12) . (B4)

CO, store is: ) . )
Ocean carbon perturbation carbon in the ocean mixed

Ch = fross+ fiuc + fi + fu (B1) layer (as dissolved inorganic carbon, DIC) is the sum of
several stores with different turnover ratlks for carbon
where the prescribed forcing fluxes afgsd?) (CO, emis- exchange with the deep ocean. A deep ocean carbon store
sions from fossil fuels and other industry) an@dyc(z) tracks the carbon transferred downward out of the ocean
(emissions from net land use change). The total emission isnixed layer. Mass balances for these perturbation carbon

JE= frosst fLuc. stores are
Land carbonthe land carbon storgs. 1 andCy» are the
total carbon stores [PgC] in global fast and slow stores, redemi/dt = —aci fm — kci emi (B5)

spectively. The governing mass balance equations are
demp /dr =) " kci cwmi, (B6)
i

dCr1/dt = a1 fnpp — kL1 CLa
. B _ whereag; is the fraction of the atmosphere-oceanfDx
dCiz/dr = ar2 fupp — k2 Ciz = fiue (B2) entering store, and)_ ac; =1 over alli. Equation B5) is

where fnpp is the global terrestrial net primary production equivalent to a pulse-response-function (PRF) formulation

(NPP) of biomass carbon [PgCV, ki is the respiration o DIC in the ocean mixed layer (Joos et al., 1996; Rau-
rate [yr-1] for storei, anday; is the fraction of global NPp ~ Pach et al., 2011). The weighig; and ratesc; are speci-
entering store, with a1 +ai2 = 1. The respiration rates fied by a four-term fit to the PRFs from both the HILDA and

depend on the global temperat@ehrough ag1o parameter pox—diffusion advanceq ocean models (whigh have very sim.—
(the proportional increase in rate for each 10K of warming).lar PRFs), thus capturing the ocean dynamics represented in
The land use change fluf uc is withdrawn from the slow  these models (Joos et al., 1996). The ocean—atmosphere flux
land carbon stor€». fwm is a nonlinear function o® andcy; (as DIC) through

The terrestrial NPPfyppis a function of CQ concentra- ~ Phenomenological equations (Harman et al., 2011) that em-
tion, modulated by a factor dependent on the volcanic aerosdilaté full ocean carbonate chemistry (Lewis and Wallace,
index (VAI) (Ammann et al., 2003) to account for the en- 1998). .
hancement of terrestrial NPP by large volcanic eruptions, 1emperatureglobal temperatured =0, +T) is taken to
mainly through the increase in diffuse solar irradiance (Jone®€ the ocean mixed-layer temperatuéa(). The perturba-
and Cox, 2001). The dependence on [$® modelled using tion partTy of ®y is the sum of several components, so that
a power-hyperbolic functioh(x) =x(x? + x2)~Y7 (x>0), ©=Og+ >_Tw;. The component$y; are governed by:
a function that aysmptotically approachegxz asx — 0
and saturates to 1 as— oo, with the powerp determining dTivj/dr = brjkrjrg RF = krjTwj. (B7)
the tightness of the curve between the two asymptotes. Thi?vhere RF is the anthropogenic radiative forcing, is the
functional form allows both a near-linear response of NPP to

. . X equilibrium climate sensitivity, and the weigtits; and rates
increasing CQat low excess C@) and a saturating response ;. characterise the climate step response function (SRF)

athigh CQ. The model is 1->" brj exp(—kt;t) (Raupach et al., 2011). A three-term
climate step response function and associatgdrom the

Sipe = s1(ea) s2(VAD) (B3) HadCM3 model (Li and Jarvis, 2009) are used here.

(mnpp— 1) ¢ Radiative forcing this is the sum of contributions from
with s1(ca) = faprg) (1 + Ll/’;) anthropogenic greenhouse gases §30CH,4, N2O and halo-

(ck + ckpp) carbons, represented only by CFC-11 and CFC-12), together
and s(VAI) = (1 + 0.5VAI) with aerosols:
where fnprg) IS preindustrial NPRunpp is a multiplier for RF = RFco, + RFch, + ... + RFaero. (B8)

NPP (saturated/preindustriat\ppis a slope parameter, and

p is a power parameter. EquatioB3) supplements several Conventional expressions are used for radiative forcing as a
earlier options (Raupach et al., 2011; Harman et al., 2011)function of gas concentration (IPCC, 2001, p. 358), specifi-
The factor (1+0.5VAI) accounts for the enhancement of cally RFco, =5.35In([CQJ/[CO2],). The (negative) aerosol
NPP by volcanic aerosol. forcing is:
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Table B1. Parameters in SCCM (see Appendix B for sources) .

Parameter Eq. Symbol  Units Value

Equilibrium terrestrial NPP B3)  fwprg) PoCyrl 400

NPP multiplier 83) MNPP - 15

NPP slope parameter BB) CNPP PgC 687

NPP power parameter BB) p - 25

Equilibrium respiration rate kL1(g) yr—1 1/2.5

Equilibrium respiration rate kL2(g) yr‘1 1/250

q10 for respiration q10 - 2.0

NPP partition fraction B2) a1 - 0.5

NPP partition fraction B2) aLo - 1—apq

Air-ocean gas exchange rate kGas yr1 1/8.76

Preindustrial land C stores CLi PgC %

Preindustrial DIC DIG molCm3  2.089

Ocean CQ PRF: weights B5) ac; - 0.512934, 0.320278,
0.142183, 0.0246045

Ocean CQ PRF: rates B5) kci yr—1 5.22893, 0.356532,
0.0194692, 0.0

Decay rate for Cly (B10)  kcpa yr1 8.271([CHy]/[CHalp) 012

Decay rate for NO (B10) kn2o yr—1 1/114

Decay rate for CFC-11 B10) kcpcii  yr b 1/45

Decay rate for CFC-12 B10) kcpciz yrt 1/100

PreindustrialCO»] [CO2ly;  ppmM 280

Preindustrial [CH] (B10) [CH4l; ppb 700

Preindustrial [NO] (B10) [N2O]; ppb 270

Preindustrial [CFC] B10 [CFCl; ppb 0

Preindustrial temperature B4 degC 15

Coefficient for aerosol RF B9  caero RF/[frrosd EQ. (B9)

Climate SRF: weights R7) btj - 0.434,0.175,0.391

Climate SRF: rates BY)  krj yr—1 45171 14041 147671

Equilibrium climate sensitivity B7) 1, Kw=1lm2 1.235

and anthropogenic components) and atmospheric decay rates
kx. The decay rates for /0 and CFCs are constant, while

RFaero = cpero(t) frosd?) (B9)  that for CH, is a weak function of concentration (Raupach et
al., 2011) to account for the decrease in{Ql¢cay rate from
Chero(r) = —0.12(1 — tanh((r — 2000/100)). preindustrial to present times (Prinn, 2004). Natural emis-

This assumes proportional relationships between aerosol r&ion fluxesfxay are taken as time-independent and set to
diative forcing, aerosol concentrations, aerosol emissiongnatch preindustrial concentrations in the assumed preindus-
(taking the aerosol turnover rate to be rapid) and fossil fueltrial equilibrium state.
emissions, for instance though sulphate emissions associated Forcing: the forcing fluxes are Cemissions from fossil
with coal combustion. To account for technological improve- fuels and other industrial processeds9, CO; emissions
ments, the proportionality coefficienhero has a sigmoidal ~ from net land use chang¢fi(uc), and anthropogenic emis-
time dependence. EquaﬂoB&) y|e|ds RF:+1_6Wm2 in sion fluxes of CH, NZO and CFCs. For the paSt, all forc-
2005 (IPCC, 2007). ing fluxes are prescribed from dat#:oss from the Carbon
Non-CQ greenhouse gasefor CHs, NoO and CFCs, to-  Dioxide Information and Analysis Center (CDIAC, 2012);

tal concentrations [X] are determined by the mass balancedLuc from R. A. Houghton (GFRA, 2012); recent prelim-
inary estimates 0Offross and fross from GCP (2011); and

dIX] emissions offx anth) for CHa, N2O and CFCs from the RCP

_ -1 _ database (Meinshausen et al., 2011; IIASA, 2012). The vol-
=r + ®)) — kx [X], B10

dr X (Fxcvan + Sxqany () X (B10) canic aerosol index (E®3) is from Ammann et al. (2003),

. . . . . assuming no volcanic eruptions since 2000.
with mass-concentration ratieg (with units TgCH, ppb ! g P

and likewise for other gases), fluxgg (separating natural
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For the future, forcing fluxes are prescribed with scenariosat Mauna Loa (Hawaii) and the South Pole (Scripps -
such as SRES (Nakicenovic et al., 2000), RCP (Meinshausegram, 2012); and for 1980 to 2011 from globally averaged in
etal., 2011; IIASA, 2012) or analytic forms. In Figs. 6 and 7, situ data (NOAA-ESRL, 2012). Temperature data are from
future frosdt) is prescribed with a “smooth capped” ana- the Climatic Research Unit (CRU), University of East An-
lytic emissions trajectory that merges an initial exponential-glia, UK (CRU, 2012), the Goddard Institute for Space Stud-
growth phase (with growth rate) with a mitigation phase ies, USA (NASA-GISS, 2012), and the National Climatic
in which emissions ultimately decrease exponentially at aData Center, USA (NOAA-NCDC, 2012).
mitigation ratem, set to yield specified all-time cumulative
emissionsQe(oco) (Raupach et al., 2011). Other future ana-
lytic emissions trajectories used in Figs. 6 and 7 d@rec (1) Acknowledgementd.thank Pep Canadell, Philippe Ciais, lan Ent-
decreases linearly from the latest observed value to zero df9, Manuel Gloor, Corinne Le Cie, Jorge Sarmiento, and
1=2100; fch, (1) and f,o(r) are held constant at latest ob- especially lan Harman gnd Cathy Trudinger, for discussigns
served values; and CFC emissions decline exponentially af'at have helped to motivate and advance the work described
3041 (CFC-11) and 6%l (CFC-12), consistent with RCP h(_ere. I am indebted to three referees (An(_jrew Jarvis, Klrst_en
scenarios. No volcanic eruptions are postulated in future sce;ICkfeIOI and an anonymous referee) for detailed and constructive
narios. comments. This work was supported by the Australian Climate

. . Change Research Program (ACCSP) of the Department of Climate
Parametersmodel parameters, given in Table Bl,weresetc;hange and Energy Efficiency, Australian Government. The

to produce best available agreement with observations fronyork is a contribution to ACCSP and the Global Carbon Project
1850 to 2011 for [CQ], AF, ks, non-CQ gas concentrations  (http://www.globalcarbonproject.otg/
([CHg4], [N20], [CFC-11], [CFC-12]), and perturbation tem-
peraturel’. Formal parameter estimation was not used. Edited by: H. Held
Linearisation the linearised version of SCCM in Figs. 8
and 9 was constructed by linearising the following nonlin-
ear relationships: (1) the relationship between terrestrial NPAReferences
and atmospheric [C8) (Eq. B3); (2) the relationship be-

tween ocean mixed-layer DIC and [GD(Lewis and Wal- Allen, M. R., Frame, D. J., Huntingford, C., Jones, C. D., Lowe, J.

lace, 1998; Harman et al., 2011); and (3) the relationship be- A Mem_shausen, M., qnd_Memshausen, N.: \/_\/grmmg caused by
cumulative carbon emissions: towards the trillionth tonne, Na-

tween radiative forcing and [CQ In each case, the nonlin- ture, 458, 1163-1166, 2000.

ear relationship was replaced with a linearised version givinga ;mann . M.. Meehl. G. A. Washington, W. M., and Zender, C.
the same result at [CfPvalues of 280 ppm (preindustrial) S.: A monthly and latitudinally varying volcanic forcing dataset

and 400 ppm. in simulations of 20th century climate, Geophys. Res. Lett., 30,
Changes from earlier versionselative to earlier SCCM 1657,d0i:10.1029/2003GL016872003.

versions (Raupach et al., 2011; Harman et al., 2011), the vemBacastow, R. B. and Keeling, C. D.: Models to predict future atmo-
sion used here includes several changes: (1) a new form for spheric CQ concentrations, in: Workshop on the Global Effects
terrestrial NPP (EgB3); (2) inclusion of a dependence of of Carbon Dioxide from Fossil Fuels, edited by: Elliott, W. P.
terrestrial NPP on volcanic eruptions; (3) emulation of full ~and Machta, L., United States Department of Energy, Washing-
ocean carbonate chemistry (Lewis and Wallace, 1998; Harb;r?gagl'%'éz_fgé?g% Raupach M. R.. Field. C. B. Buiten
man. etal., 2011); (4) time depe_ndt_ance of cAero (B8); huis, E T., éiais, P., ,Cor’1way,pT. J.,, GiIIet’t, N. P Hou’ghton, R.
(5) improved data on past emissions of nonsC@ases

. . . A., and Marland, G.: Contributions to accelerating atmospheric
(IIASA, 2012); and (6) minor adjustments to parameters be- CO, growth from economic activity, carbon intensity, and effi-

cause of these changes. ciency of natural sinks, P. Natl. Acad. Sci. USA, 104, 18866—
18870, 2007.
CDIAC: Fossil-fuel CQ emissions, Carbon Dioxide Informa-
Appendix C tion and Analysis Center, US Department of Energy, available
at: http://cdiac.ornl.gov/trends/emis/metteg.htm| last access:
Data sources 23 July, 2012.

CRU: Global temperature data, Climatic Research Unit, University
of East Anglia, available atttp://www.cru.uea.ac.uk/cru/data/

CO, emissions from fossil fuelsffosgd are from the Carbon
: temperatureflast access: 13 June, 2012.

Dioxide Information and Analysis Center (CDIAC, 2012). . X .
L. Enting, I. G.: Laplace transform analysis of the carbon cycle, Envi-
Net CQ, emissions from land use changg (c) are from ron. Model. Softw. 22 14881497 2007
R_' A Ho.ughton (GFRA, 2012).' Recent preliminary emis- Etheridge, D. M., Steele, L. P., Langenfelds, R. L., Francey, R. J.,
sions estimates and data collation are by the Global Carbon pgaola, 3. M., and Morgan, V. I.: Natural and anthropogenic
Project (GCP, 2011). Atmospheric G@oncentration data changes in atmospheric G@ver the last 1000 years from air
prior to 1959 from the Law Dome ice core (Etheridge et al., in Antarctic ice and firn, J. Geophys. Res.-Atmos., 101, 4115
1996); for 1959 to 1980 from averaged in situ measurements 4128, 1996.

www.earth-syst-dynam.net/4/31/2013/ Earth Syst. Dynam., 4, 349, 2013


http://www.globalcarbonproject.org/
http://dx.doi.org/10.1029/2003GL016875
http://cdiac.ornl.gov/trends/emis/meth_reg.html
http://www.cru.uea.ac.uk/cru/data/temperature/
http://www.cru.uea.ac.uk/cru/data/temperature/

48

M. R. Raupach: Exponential eigenmodes of the carbon-climate system

Francey, R. J., Trudinger, C. M., van der Schoot, M., Krummel, P.IPCC: Climate Change 2007: The Physical Science Basis, Contribu-

B., Steele, L. P,, and Langenfelds, R. L.: Differences between

trends in atmospheric COand the reported trends in anthro-

pogenic CQ emissions, Tellus B, 62, 316328, 2010.
Friedlingstein, P., Cox, P., Betts, R., Bopp, L., von Bloh, W.,

tion of Working Group | to the Fourth Assessment Report of the
Intergovernmental Panel on Climate Change, Cambridge Univer-
sity Press, Cambridge, UK and New York, NY, USA, p. 996,
2007.

Brovkin, V., Cadule, P., Doney, S., Eby, M., Fung, |., Bala, G., Jarvis, A. J., Leedal, D. T., and Hewitt, C. N.: Climate-society feed-

John, J., Jones, C., Joos, F., Kato, T., Kawamiya, M., Knorr, W.,
Lindsay, K., Matthews, H. D., Raddatz, T., Rayner, P., Reick,

backs and the avoidance of dangerous climate change, Nature
Clim. Change, 2, 668671, 2012.

C., Roeckner, E., Schnitzler, K. G., Schnur, R., Strassmann, K.Jones, C. D. and Cox, P. M.: Modeling the volcanic signal in the

Weaver, A. J., Yoshikawa, C., and Zeng, N.: Climate-carbon cy-
cle feedback analysis: Results from the C4MIP model intercom-
parison, J. Climate, 19, 3337-3353, 2006.

Frolicher, T. L., Joos, F., Raible, C. C., and Sarmiento, J. L.: Atmo-
spheric CQ response to volcanic eruptions: the role of ENSO,
season, and variability, Global Biogeochem. Cy., in press, 2012.

GCP: Global carbon budget, Global Carbon Projelatip://
www.globalcarbonproject.org/carbonbudget/index,htast ac-
cess: 15 February, 2012.

Gershenfeld, N. A.: The Nature of Mathematical Modeling, Cam-
bridge University Press, Cambridge, p. 344, 1999.

atmospheric C@record, Global Biogeochem. Cy., 15, 453465,
2001.

Joos, F., Bruno, M., Fink, R., Siegenthaler, U., Stocker, T. F., and Le

Quérg, C.: An efficient and accurate representation of complex
oceanic and biospheric models of anthropogenic carbon uptake,
Tellus B, 48, 397—-417, 1996.

Joos, F., Prentice, I. C., Sitch, S., Meyer, R., Hooss, G., Plattner,

G. K., Gerber, S., and Hasselmann, K.: Global warming feed-
backs on terrestrial carbon uptake under the Intergovernmen-
tal Panel on Climate Change (IPCC) emission scenarios, Global
Biogeochem. Cy., 15, 891-907, 2001.

GFRA: Global Forest Resources Assessment 2010, Food and Agridoos, F., Roth, R., Fuglestvedt, J. S., Peters, G. P., Enting, I. G.,

culture Organization, available ahbitp://www.fao.org/forestry/
fra/fra2010/en/last access: 11 June, 2012.

Glendinning, P.: Stability, Instability and Chaos: an Introduction to
the Theory of Nonlinear Differential Equations, Cambridge Uni-
versity Press, Cambridge, 1-388, 1994.

Gloor, M., Sarmiento, J. L., and Gruber, N.: What can be learned
about carbon cycle climate feedbacks from the,Crborne
fraction?, Atmos. Chem. Phys., 10, 7739—7#¥di;10.5194/acp-
10-7739-20102010.

von Bloh, W., Brovkin, V., Burke, E. J., Eby, M., Edwards,

N. R., Friedrich, T., Falicher, T. L., Halloran, P. R., Holden,

P. B., Jones, C., Kleinen, T., Mackenzie, F., Matsumoto, K.,
Meinshausen, M., Plattner, G.-K., Reisinger, A., Segschneider,
J., Shaffer, G., Steinacher, M., Strassmann, K., Tanaka, K., Tim-
mermann, A., and Weaver, A. J.: Carbon dioxide and climate im-
pulse response functions for the computation of greenhouse gas
metrics: a multi-model analysis, Atmos. Chem. Phys. Discuss.,
12, 19799-198690i:10.5194/acpd-12-19799-2012012.

Hansen, J. E., Sato, M., Kharecha, P., Beerling, D. J., MassonKeeling, C. D. and Revelle, R.: Effects of EI-Nino Southern Oscil-

Delmotte, V., Pagani, M., Raymo, M., Royer, D., and Zachos, J.:
Target Atmospheric C& Where Should Humanity Aim?, Open
Atmos. Sci. J., 2, 217-231, 2008.

Harman, I. N., Trudinger, C. M., and Raupach, M. R.: SCCM
— the Simple Carbon-Climate Model: technical documentation,
CAWCR Technical Report no. 47, Centre for Australian Weather
and Climate Research, Bureau of Meteorology and CSIRO, Mel-
bourne, Australia, 2011.

Hasselmann, K., Hasselmann, S., Giering, R., Ocana, V., and Von-
Storch, H.: Sensitivity study of optimal GGemission paths us-
ing a simplified structural integrated assessment model (SIAM),
Climatic Change, 37, 345-386, 1997.

Hooss, G., Voss, R., Hasselmann, K., Maier-Reimer, E., and Joos,
F.: A nonlinear impulse response model of the coupled car-
bon cycle-climate system (NICCS), Clim. Dynam., 18, 189-202,
2001.

Huntingford, C. and Cox, P. M.: An analogue model to derive addi-
tional climate change scenarios from existing GCM simulations,
Clim. Dynam., 16, 575-586, 2000.

IIASA: RCP Database, version 2.0, International Institute for Ap-
plied Systems Analysis, Laxenburg, Austria, 17 June, 2012.

lation on the Atmospheric Content of Carbon-Dioxide, Meteorit-
ics, 20, 437-450, 1985.

Le Querg, C., Raupach, M. R., Canadell, J. G., Marland, G., Bopp,

L., Ciais, P., Conway, T. J., Doney, S. C., Feely, R. A., Foster, P.,
Friedlingstein, P., Gurney, K. R., Houghton, R. A., House, J. I.,
Huntingford, C., Levy, P. E., Lomas, M. R., Majkut, J., Metzl, N.,
Ometto, J., Peters, G. P., Prentice, I. C., Randerson, J. T., Run-
ning, S. W., Sarmiento, J. L., Schuster, U., Sitch, S., Takahashi,
T., Viovy, N., van der Werf, G. R., and Woodward, F. I.: Trends
in the sources and sinks of carbon dioxide, Nat. Geosci., 2, 831—
836,d0i:10.1038/NGEO682009.

Lewis, E. and Wallace, D. J. Program developed for,G@stem

calculations, ORNL-CDIAC-105, Carbon Dioxide Information
Analysis Center, Oak Ridge National Laboratory, Oak Ridge,
Tennessee, 38, 1998.

Li, S. and Jarvis, A.: Long run surface temperature dynamics of an

A-OGCM: the HadCM3 4x CO, forcing experiment revisited,
Clim. Dynam., 33, 817-825, 2009.

Li, S., Jarvis, A. J., and Leedal, D. T.: Are response function rep-

resentations of the global carbon cycle ever interpretable?, Tel-
lus B, 61, 361-371, 2009.

IPCC: Climate Change 2001: The Scientific Basis, Contribution of MacDougall, A. H., Avis, C. A., and Weaver, A. J.: Significant con-

Working Group | to the Third Assessment Report of the Inter-
governmental Panel on Climate Change, edited by: Houghton,

tribution to climate warming from the permafrost carbon feed-
back, Nat. Geosci., 5, 719-721, 2012.

J. T., Ding, Y., Griggs, D. J., Noguer, M., van der Linden, P. J., Matthews, H. D., Gillett, N. P., Stott, P. A., and Zickfeld, K.: The

Dai, X., Maskell, K., and Johnson, C. A., Cambridge University
Press, Cambridge, UK and New York, 2001.

Earth Syst. Dynam., 4, 3149, 2013

proportionality of global warming to cumulative carbon emis-
sions, Nature, 459, 829-833, 2009.

www.earth-syst-dynam.net/4/31/2013/


http://www.globalcarbonproject.org/carbonbudget/index.htm
http://www.globalcarbonproject.org/carbonbudget/index.htm
http://www.fao.org/forestry/fra/fra2010/en/
http://www.fao.org/forestry/fra/fra2010/en/
http://dx.doi.org/10.5194/acp-10-7739-2010
http://dx.doi.org/10.5194/acp-10-7739-2010
http://dx.doi.org/10.5194/acpd-12-19799-2012
http://dx.doi.org/10.1038/NGEO689

M. R. Raupach: Exponential eigenmodes of the carbon-climate system 49

Meinshausen, M., Meinshausen, N., Hare, W., Raper, S. C. B.Raupach, M. R., Canadell, J. G., and Le&@y C.: Anthropogenic
Frieler, K., Knutti, R., Frame, D. J., and Allen, M. R.: Green-  and biophysical contributions to increasing atmosphericc CO
house gas emission targets for limiting global warming to 2degC, growth rate and airborne fraction, Biogeosciences, 5, 1601-1613,
Nature, 458, 1158-1162, 2009. doi:10.5194/bg-5-1601-2002008.

Meinshausen, M., Smith, S. J., Calvin, K., Daniel, J. S., Kainuma,Raupach, M. R., Canadell, J. G., Ciais, P., Friedlingstein, P., Rayner,
M. L. T., Lamarque, J. F., Matsumoto, K., Montzka, S. A., Raper, P.J., and Trudinger, C. M.: The relationship between peak warm-
S. C. B,, Riahi, K., Thomson, A., Velders, G. J. M., and van Vu-  ing and cumulative C®emissions, and its use to quantify vul-
uren, D. P. P.: The RCP greenhouse gas concentrations and their nerabilities in the carbon-climate-human system, Tellus B, 63,
extensions from 1765 to 2300, Climatic Change, 109, 213-241, 145-164, 2011.

2011. Sarmiento, J. L., Gloor, M., Gruber, N., Beaulieu, C., Jacobson, A.

Moss, R. H., Edmonds, J. A., Hibbard, K. A., Manning, M. R., Rose,  R., Mikaloff Fletcher, S. E., Pacala, S., and Rodgers, K.: Trends
S. K., van Vuuren, D. P, Carter, T. R., Emori, S., Kainuma, M.,  and regional distributions of land and ocean carbon sinks, Bio-
Kram, T., Meehl, G. A., Mitchell, J. F. B., Nakicenovic, N., Riahi, geosciences, 7, 2351-23@i6i:10.5194/bg-7-2351-201Q010.

K., Smith, S. J., Stouffer, R. J., Thomson, A. M., Weyant, J. P., Schuur, E. A. G., Bockheim, J., Canadell, J. G., Euskirchen, E.,
and Wilbanks, T. J.: The next generation of scenarios for climate Field, C. B., Goryachkin, S. V., Hagemann, S., Kuhry, P., Lafleur,
change research and assessment, Nature, 463, 747-756, 2010. P., Lee, H., Mazhitova, G., Nelson, F. E., Rinke, A., Romanovsky,

Nakicenovic, N., Alcamo, J., Davis, G., de Vries, B., Fenhann, V. E., Shiklomanov, N., Tarnocai, C., Venevsky, S., Vogel, J. G.,
J., Gaffin, S., Gregory, K., Grubler, A,, Jung, T. Y., Kram, T., and Zimov, S. A.: Vulnerability of permafrost carbon to climate
La Rovere, E. L., Michaelis, L., Mori, S., Morita, T., Pepper, change: implications for the global carbon cycle, BioScience, 58,
W., Pitcher, H., Price, L., Raihi, K., Roehrl, A., Rogner, H.-H., 701-714, 2008.

Sankovski, A., Schlesinger, M., Shukla, P., Smith, S., Swart, R.,Scripps CQ Program: Atmospheric Cfdata, Scripps Institution
van Rooijen, S., Victor, N., and Dadi, Z.: IPCC Special Reporton  of Oceanography, available dittp://scrippsco2.ucsd.edu/data/
Emissions Scenarios, Cambridge University Press, Cambridge, data.htmllast access: 13 June, 2012.

UK and New York, p. 599, 2000. Sitch, S., Huntingford, C., Gedney, N., Levy, P. E., Lomas, M., Piao,

NASA-GISS: GISS surface temperature analysis (GISTEMP), Na- S. L., Betts, R., Ciais, P., Cox, P., Friedlingstein, P., Jones, C.
tional Aeronautics and Space Administration, USA, available D., Prentice, |. C., and Woodward, F. |.: Evaluation of the ter-
at: http://data.giss.nasa.gov/gisterpst access: 13 June, 2012. restrial carbon cycle, future plant geography and climate-carbon

NOAA-ESRL: Trends in Atmospheric Carbon Dioxide, Earth cycle feedbacks using five Dynamic Global Vegetation Models
System Research Laboratory, National Oceanic and Atmo- (DGVMs), Global Change Biol., 14, 2015-2039, 2008.
spheric Admisinstration, available dtttp://www.esrl.noaa.gov/  Strassmann, K. M., Plattner, G. K., and Joos, F.»@@d non-CQ
gmd/ccgg/trendsiast access: 13 June, 2012. radiative forcings in climate projections for twenty-first century

NOAA-NCDC: Global surface temperature anomalies, National mitigation scenarios, Clim. Dynam., 33, 737749, 2009.
Climatic Data Center, National Oceanic and Atmospheric Tarnocai, C., Canadell, J. G., Schuur, E. A. G., Kuhry, P., Mazhi-
Administration, USA, available athttp://www.ncdc.noaa.gov/ tova, G., and Zimov, S. A.: Soil organic carbon pools in the north-
cmb-fag/anomalies.phfast access: 13 June, 2012. ern circumpolar permafrost region, Global Biogeochem. Cy., 23,

Oeschger, H., Siegenthaler, U., Schotterer, U., and Gugelmann, A.: GB2023,doi:10.1029/2008GB003322009.

Box Diffusion-Model to Study Carbon-Dioxide Exchange in Na- Trudinger, C. M., Enting, I. G., Rayner, P. J., and Francey, R. J.:
ture, Tellus B, 27, 168-192, 1975. Kalman filter analysis of ice core data — 2. Double deconvolution

Petschel-Held, G., Schellnhuber, H. J., Bruckner, T., Toth, F. L., and of CO, and delta és measurements, J. Geophys. Res.-Atmos.,
Hasselmann, K.: The tolerable windows approach: Theoretical 107, 4422d0i:10.1029/2001JD001112002.
and methodological foundations, Climatic Change, 41, 303—331yan Vuuren, D. P., Edmonds, J., Kainuma, M., Riahi, K., Thomson,
1999. A., Hibbard, K., Hurtt, G. C., Kram, T., Krey, V., Lamarque, J.

Prinn, R. G.: Non-C@ greenhouse gases, in: The Global Car- F., Masui, T., Meinshausen, M., Nakicenovic, N., Smith, S. J.,
bon Cycle: Integrating Humans, Climate, and the Natural World, and Rose, S. K.: The representative concentration pathways: an
edited by: Field, C. B. and Raupach, M. R., Island Press, Wash- overview, Climatic Change, 109, 5-31, 2011.
ington, 205216, 2004. Zickfeld, K., Eby, M., Matthews, H. D., and Weaver, A. J.: Setting

Raper, S. C. B., Gregory, J. M., and Osborn, T. J.: Use of an cumulative emissions targets to reduce the risk of dangerous cli-
upwelling-diffusion energy balance climate model to simulate  mate change, P. Natl. Acad. Sci. USA, 106, 16129-16134, 2009.
and diagnose A/OGCM results, Clim. Dynam., 17, 601-613,

2001.

www.earth-syst-dynam.net/4/31/2013/ Earth Syst. Dynam., 4, 349, 2013


http://data.giss.nasa.gov/gistemp/
http://www.esrl.noaa.gov/gmd/ccgg/trends/
http://www.esrl.noaa.gov/gmd/ccgg/trends/
http://www.ncdc.noaa.gov/cmb-faq/anomalies.php
http://www.ncdc.noaa.gov/cmb-faq/anomalies.php
http://dx.doi.org/10.5194/bg-5-1601-2008
http://dx.doi.org/10.5194/bg-7-2351-2010
http://scrippsco2.ucsd.edu/data/data.html
http://scrippsco2.ucsd.edu/data/data.html
http://dx.doi.org/10.1029/2008GB003327
http://dx.doi.org/10.1029/2001JD001112

