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Abstract. In the context of climate change, emissions of dif-
ferent species (e.g., carbon dioxide and methane) are not
directly comparable since they have different radiative effi-
ciencies and lifetimes. Since comparisons via detailed cli-
mate models are computationally expensive and complex,
emission metrics were developed to allow a simple and
straightforward comparison of the estimated climate impacts
of emissions of different species. Emission metrics are not
unique and variety of different emission metrics has been
proposed, with key choices being the climate impacts and
time horizon to use for comparisons. In this paper, we present
analytical expressions and describe how to calculate common
emission metrics for different species. We include the climate
metrics radiative forcing, integrated radiative forcing, tem-
perature change and integrated temperature change in both
absolute form and normalised to a reference gas. We consider
pulse emissions, sustained emissions and emission scenarios.
The species are separated into three types: CO2 which has a
complex decay over time, species with a simple exponential
decay, and ozone precursors (NOx, CO, VOC) which indi-
rectly effect climate via various chemical interactions. We
also discuss deriving Impulse Response Functions, radiative
efficiency, regional dependencies, consistency within and be-
tween metrics and uncertainties. We perform various applica-
tions to highlight key applications of emission metrics, which
show that emissions of CO2 are important regardless of what
metric and time horizon is used, but that the importance of
short lived climate forcers varies greatly depending on the
metric choices made. Further, the ranking of countries by
emissions changes very little with different metrics despite
large differences in metric values, except for the shortest time
horizons (GWP20).

1 Introduction

Multi-component climate policies require a method to com-
pare the climate impact of emissions of different species (Fu-
glestvedt et al., 2003; O’Neill, 2000; Forster et al., 2007).
While it is most common to compare different long-lived
greenhouse gases (LLGHGs), e.g., CO2 and CH4, it may also
be useful to compare short lived climate forcers (SLCFs),
e.g., black carbon (BC) and organic carbon (OC), and to
compare LLGHGs and SLCFs, e.g., CO2 and BC. Different
species have different radiative efficiencies and remain in the
atmosphere over different time scales (Forster et al., 2007).
Thus, a direct comparison of species by weight does not cor-
relate with the climate impact. As a consequence, emission
metrics were developed as a simple means to compare the
relative climate impacts of the emission of different species
(Wuebbles, 1989; Derwent et al., 1990; Lashof and Ahuja,
1990; IPCC, 1990).

The most straightforward way to compare the impacts of
emissions of different components is with Radiative Forcing
(RF), and most emission metrics use RF as a starting point.
A well-known application of the RF is to compare the RF at
two points in time, such as the change in RF between cur-
rent and pre-industrial times (Forster et al., 2007, Fig. 2.20).
Some transient features of the RF can be included by inte-
grating the RF over time leading to the most common method
of comparing GHGs, the Global Warming Potential (GWP).
The GWP compares the integrated RF of a pulse emission
of a given species relative to the integrated RF of a pulse
emission of CO2. The GWP with a 100 yr time horizon is
used for reporting of emissions under the UNFCCC and its
Kyoto Protocol, and consequently is applied almost univer-
sally in life cycle assessment and other forms of GHG re-
porting at the national, regional, city, industry, and individ-
ual levels (Peters, 2010). The GWP was originally proposed
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as a “simple approach. . . to illustrative the difficulties inher-
ent in the concept, to illustrate the importance of some of the
current gaps in understanding and to demonstrate the cur-
rent range of uncertainties” in the IPCC First Assessment
Report (IPCC, 1990). It is not entirely clear how the GWP
received widespread acceptance given the very cautious na-
ture of its introduction (Shine, 2009) and, perhaps not sur-
prisingly, it has since been critiqued from many angles (Fu-
glestvedt et al., 2000, 2003; Manne and Richels, 2001; Man-
ning and Reisinger, 2011; Shine, 2009; Victor, 1990; Smith
and Wigley, 2000a, b). Most critiques focus on the physi-
cal interpretation of the GWP in terms of the climate impact
and if this is broadly consistent with the objectives of climate
policy.

In response to the critiques of the GWP, several alterna-
tives have been proposed. The Global Temperature change
Potential (GTP) (Shine et al., 2007, 2005b) is increasingly
applied in the literature, but has yet to be broadly applied for
emission accounting or policy applications. The GTP com-
pares the temperature change at a point in time due to a pulse
emission of a speciesi relative to the temperature change due
to a pulse emission of CO2. The GTP combines the tempo-
ral change in the RF of different species with the temporal
behaviour of the temperature response of the climate system,
thus, going beyond a key limitation of the GWP.

Numerous other emission metrics have been proposed (see
Tanaka et al., 2010 for a review), but these are in less com-
mon usage than the GWP and GTP. Many of the alterna-
tive emission metrics are not easily represented in a reduced
mathematical form as they depend on inverse modelling
(e.g., Wigley, 1998) or economic modelling (e.g., Manne and
Richels, 2001). While these more complex emission metrics
may give more realistic responses for a given climate impact,
they lack the transparency of simple reduced form metrics.
Reduced form metrics are generally parameterised with more
complex models, and within the range of the parameterisa-
tion, are expected to be sufficient for most applications. The
definition of “sufficient” depends on criteria for evaluation
(O’Neill, 2000), and in this article we limit our discussion to
emission metrics that can be easily represented in a reduced
mathematical form, while fully acknowledging that alterna-
tives exist. Our aim is to discuss key assumptions and issues
in the calculation and use of these reduced form emission
metrics.

All of the IPCC Assessment Reports have had a section on
emission metrics (IPCC, 1990, 1995, 2001, 2007), and sev-
eral other IPCC related reports have contributed additional
background information (Isaksen et al., 1992; IPCC, 1994,
2009; Enting et al., 1994). In addition to updating the sci-
entific progress on emission metrics, each new IPCC report
typically updates radiative efficiencies and atmospheric life-
times, which are core components of most emission met-
rics. The motivation for this paper is to present the rele-
vant background, key assumptions, and equations used to
estimate common emission metrics. While the metric equa-

tions are not new (Fuglestvedt et al., 2010; Peters et al.,
2011a), here we combine them together in a consistent
framework and provide ancillary information on their inter-
pretation and application. The parameters used in this paper
are based on the IPCC Fourth Assessment Report (Forster et
al., 2007) for consistency, but as new input becomes avail-
able, it is straight forward to update the metric values using
the material presented in this paper.

This paper is structured as follows. In Sect. 2, we first
give a background overview of emission metrics, followed
by a presentation of the key components used to construct
emission metrics. Section 3 shows the analytical expressions
for common emission metrics. In Sect. 4, some cross-cutting
issues relevant for all metrics are presented. Section 5 dis-
cusses methods for using metrics in emission scenarios. Sec-
tion 6 demonstrates the use of emissions metrics in some
common applications. We conclude in Sect. 7.

2 Metric overview, key components, and assumptions

Emission metrics have numerous different applications (Fu-
glestvedt et al., 2003; Tanaka et al., 2010), but the main ones
are to (1) provide an “exchange rate” on how to weigh the
emissions of different species for mitigation policies, as in
the Kyoto Protocol, and to be able to report emission un-
der the UNFCCC (Skodvin and Fuglestvedt, 1997), (2) per-
form comparisons of different activities and technologies that
emit species at different rates such as in Life Cycle Assess-
ment (LCA) (Peters et al., 2011b; Pennington et al., 2004;
Boucher and Reddy, 2008; Tanaka et al., 2012), and (3) com-
pare the climate impacts of the emissions of different species
to gain greater scientific understanding (e.g., Collins et al.,
2010; Shindell et al., 2009). Due to the variety of applica-
tions, there is no obvious scientific need to have one single
metric for all applications, and a range of different metrics
may even be used in one application.

2.1 General structure of a metric

It is worthwhile to start with a general formulation of an
emission metric (Kandlikar, 1996; Forster et al., 2007)

AM i =

TH∫
0

[
(I (1Cr+i (t)) − I (1Cr (t)))g (t)

]
dt (1)

whereI (1i(t)) is a function describing the “impact” of a
change in climate (e.g., concentration, temperature, precip-
itation), 1C, at time t , with a discount function,g(t), and
compared to a reference system,r, on which the perturbation
occurs,i. To compare two emission perturbationsi andj , the
climate impact can be compared as a function of time using
AM i(t) and AMj (t). It is also possible to consider normalised
metrics,Mi = AM i /AM j wherej is a reference gas, andMi

compares the climate impact of one speciesi relative to the
reference gasj as in the case of CO2-equivalent emissions.
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The key factors defining a particular emission metric are
the impact functionI – with key examples including RF,
temperature, and damages – and the discount function. The
discount function,g(t), is generally considered to be an ex-
ponential function,g(t) = e−rt , but in emission metrics sev-
eral alternatives are used, such as no discounting,g(t) = 1,
step functions for a given time horizon,g(t ≤ TH) = 1,g(t >

TH) = 0, and instantaneous evaluation at a given time hori-
zon using a Dirac delta function1, g(t) = 1(t). The Ozone
Depletion Potential, which serves a similar purpose to the
GWP for ozone depletion (IPCC, 1990), did not use any
discounting,g(t) = 1, in effecting choosing an infinite time
horizon (Cox and Wuebbles, 1989). A particular challenge
with climate-based emissions metrics is that some sort of dis-
counting is necessary due to the long-term behaviour of CO2
(Lashof and Ahuja, 1990). Since a pulse emission of CO2
does not decay to zero, then without discounting, the metric
value for CO2 diverges. The GWP uses a step function for
discounting requiring the use of a chosen time horizon (TH)
which can take any value between 0 and infinity. Fuglestvedt
et al. (2003) replicated GWPs using damage-based metrics
with discount rates and found that if a single time horizon
is used in the GWP, then this implies different discount rates
(for a given damage function) for the various gases. The GTP
uses a Dirac delta function as a discount function which eval-
uates the AMi at one point in time only (also labeled TH).
Several studies have also used a time-varying TH, where the
TH changes as it moves towards a target year (TE), TH= TE-
t (Shine et al., 2007). The time-varying metric shows the
characteristic features of many emission metrics from the
economic literature (Manne and Richels, 2001; Johansson,
2012; Reisinger et al., 2013).

We develop the different emission metrics based around
the use of Eq. (1). While seemingly abstract, the applica-
tion of Equation 1 can be applied by following some sim-
ple steps, and here we give an illustrative example of con-
centration and RF. An emission into the atmosphere leads
to an increase in the atmospheric concentration of that com-
ponent. The atmospheric concentration has a “direct” decay
dependent on the efficiency that the species is removed from
the atmosphere, which is described by an impulse response
function (IRF). Due to chemical reactions in the atmosphere,
some emissions of one type of component can lead to an
“indirect” increase or decrease in the concentration of an-
other type of component (e.g., ozone precursors). While the
species is resident in the atmosphere, the direct increase in
the atmospheric concentration of the species causes an ad-
ditional RF, which for emission metrics is usually expressed
in a linearized form about a reference concentration (the ra-
diative efficiency). The radiative forcing caused by indirect
changes in other species is estimated analogously. The re-

1A Dirac delta function centred at TH,δ(TH), is zero every-
where except fort = TH and, thus, the impact,I (1i(t)), is evalu-
ated at a single point,t = TH.

Table 1.Parameters used in the metric equations.

Time horizon (years) H

Radiative efficiency (W(m2kg)−1); RF due to a marginal
increase in atmospheric concentration

Ax

Parameters for the exponential Impulse Response Function
(IRF) for atmospheric decay of each species

Weight on each exponential (unitless) ai ,6ai = 1
Decay times of each exponential (years) τi
Number of exponentials (unitless) I

Parameters of the exponential Impulse Response Function
(IRF) of the climate model response to pulse RF

Components of the climate sensitivity (K(Wm2)−1) cj ,λ = 6ci

Decay times due to each component ofci (years) dj

Number of decay terms (unitless) J

Ozone precursor specific parameters

Radiative efficiency (W(m2kg yr)−1) for perturbation S AS
OP

Primary mode methane adjustment time (years) τPM
Short-lived ozone lifetime (years, typically 0.267 yr) τO3

sponse considered in the metrics is governed by the tem-
poral evolution of the RF, which is dependent on the radia-
tive efficiency and removal rate from the atmosphere leading
to 1C(t). The impactI can be directly related to the RF
through simple climate or economic models, with the dis-
count function putting different weights on different time pe-
riods. Each of these steps is described in more detail below.

While we here focus on simple analytical metrics us-
ing simple parameterisations of the climate system, there
is a variety of alternative approaches to develop emission
metrics (Tanaka et al., 2010). One can conceptualise “cli-
mate models” as spanning from simple analytical models to
complex general circulation models or earth-system models
(IPCC, 2001; Held, 2005). Reisinger et al. (2010), Tanaka et
al. (2009), and Azar and Johansson (2012) are examples of
studies that use reduced complexity carbon cycle and energy
balance models. In general, the more complex the models
are, the better they represent the processes in the climate sys-
tem, but at the cost of increasing computational time making
them unsuitable for many common metric applications. Sim-
ple climate models with shorter computational times are used
in some emission metrics (Tanaka et al., 2009; Wigley, 1998;
Manne and Richels, 2001), but these are often difficult to rep-
resent in reduced analytical form. We focus in this article on
analytical expressions to be able to provide a single consis-
tent and transparent analytical framework that can handle a
broad range of metric calculations. Despite the simplicity of
these metrics, the key parameters are based on more complex
climate models ensuring the metric values are realistic.

We now describe the key components of reduced form an-
alytical emission metrics, and then develop the equations for
common emission metrics. All the parameters used in the
metrics are defined in Table 1. We develop the equations for
emission pulses as this is most common for emission metrics,
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148 B. Aamaas et al.: Simple emission metrics for climate impacts

since these can be used as building blocks for other applica-
tions. However, we later discuss the equations and results for
sustained emissions and emission scenarios.

2.2 Impulse Response Function (IRF)

Once pollutants are emitted into the atmosphere, the pollu-
tants will initially increase the atmospheric concentration be-
fore gradually being removed from the atmosphere leading to
a decrease in concentration. In simple representations, the re-
moval from the atmosphere for a pulse emission can be rep-
resented by a single or a sum of exponentials. Exponentials
are particularly useful as they can be easily used in convo-
lutions to represent the behaviour of arbitrary emissions sce-
narios (Enting, 2007), be converted into a set of differential
equations for efficient solutions (Wigley, 1991), and in some
cases the time scales in the IRF have physical interpretations
(Li and Jarvis, 2009; Li et al., 2009). Most species can be rep-
resented by a single exponential (time-scale), though CO2 is
usually represented using multiple exponentials.

2.2.1 Multiple time-scales (CO2)

For CO2, the IRF is usually represented with multiple time
scales (Archer et al., 2009), and it is assumed a fraction re-
mains in the atmosphere indefinitely,

IRFCO2 (t) =

I∑
i=0

ai exp

(
−

t

τi

)
(2)

where6ai = 1 andτ0 = ∞. Using this parameterisation, the
decay of CO2 does not reach zero at infinity, but converges to
a non-zero value ofa0. The time scales in the decay param-
eterisation are not directly linked to any physical processes
(Li et al., 2009); however, the time scales can be loosely
interpreted as the uptake in land biosphere and the surface
layer of the ocean for the short and decadal time scales, the
surface layer mixing with the deep ocean for the century
time scale, and the slow geological processes representing
the millennia time scale (Archer and Brovkin, 2008; Archer
et al., 2009). The literature suggests that “about 50 % of an
increase in atmospheric CO2 will be removed within 30 yr,
a further 30 % will be removed within a few centuries and
the remaining 20 % may remain in the atmosphere for many
thousands of years” (Archer et al., 2009; IPCC, 2007). As the
climate changes, the IRF will also change, as land and ocean
may take up less CO2 in a warmer climate (Friedlingstein
et al., 2006).

The IRF for CO2 that is used in emission metrics in the
literature is usually based on the Bern carbon cycle model
(Joos et al., 2001, 1996) with the IRF experimental setup de-
scribed by Enting et al. (1994), also see Fig. 1 in Joos et
al. (2013). Other studies have used other models or a range
of carbon cycle models (e.g., Reisinger et al., 2010; Gillett
and Matthews, 2010; Joos et al., 2013). The IRF is usually
estimated in a two-step process (Enting et al., 1994; Joos et

al., 2013), a control and perturbation run. First, for the con-
trol, the carbon cycle model is run with historical emissions
until time t , and fromt the emissions are calculated to keep a
constant CO2 concentration. Second, in the perturbation run,
the emissions from the control are used, but a pulse emission
is placed int+5 and the model is allowed to run until near
equilibrium. The pulse size is meant to be marginal (e.g., 1 kg
CO2) according to most metric definitions, but larger pulses
(e.g., 100 GtC) are often used to get a good signal-to-noise
ratio (Joos et al., 2013). The IRF is based on the normalised
version of the difference between the perturbation and con-
trol run, after which a sum of exponentials is fitted.

Uncertainties in the carbon cycle and choices in the ex-
perimental setup, can have a large effect on the IRF (Wueb-
bles et al., 1995; Enting et al., 1994; IPCC, 1994; Archer et
al., 2009; Eby et al., 2009; Joos et al., 2013). Different car-
bon cycle models lead to large differences in the IRFs, with
differences of around 0.2 ina0 after 500 yr (IPCC, 1994,
Fig. 5.4; Enting et al., 1994, Fig. 9.1; Archer et al., 2009;
Joos et al., 2013). Carbon cycle feedbacks can also lead to a
large spread in the response of the carbon cycle (Friedling-
stein et al., 2006) and consequently metric values (Gillett and
Matthews, 2010; Reisinger et al., 2010).

The Bern Carbon Cycle model was used for the IRF in the
Second, Third, and Fourth IPCC Assessment Reports, and
the use of one model may give biased results compared to
a model ensemble (Joos et al., 2013). Figure 1 shows the
IRFs from the first four IPCC assessment reports and from
a recent model intercomparison. In SAR, TAR, and AR4, the
Bern Carbon Cycle was used, though each time it was im-
proved making it difficult to determine if variations are due to
model differences or changes in the background concentra-
tion. Using an experimental set up with a constant or scenario
background to calculate the IRF, can lead to a difference in
the IRF of 20 % after 500 yr (IPCC, 1994, Fig. 5.5; Enting
et al., 1994, Figs. 9.1 and 9.2; Joos et al., 2013). In addition,
the IRF will change depending on time the pulse is released
in the experimental set up (IPCC, 1994, Fig. 5.5). Different
pulse sizes also lead to different IRFs (Archer et al., 2009),
but for use in metrics these are normalised to 1 kg to rep-
resent a marginal perturbation (Joos et al., 2013). Thus, the
background, and its evolution, is an important determinant in
the calculation of the IRF. The IPCC assessment reports are
based on a constant background on which to allow transpar-
ent comparisons (Enting et al., 1994; IPCC, 1994). A recent
model intercomparison shows that the response of the Bern
model is similar to the model mean (Joos et al., 2013), as was
the case for an earlier version of the Bern model (Enting et
al., 1994).
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Fig. 1.The Impulse Response Function from the first four IPCC As-
sessment Reports. The values for the IRFs are from (IPCC, 1994)
for FAR, IPCC (1995) for SAR, WMO (1999) for TAR which is the
SAR IRF with a different parameterisation, IPCC (2007) for AR4,
and Joos et al. (2013).The FAR IRF (dotted) is based on an un-
balanced carbon-cycle model (ocean only) and, thus, is not directly
comparable to the others. The SAR IRF is based the CO2 response
of the Bern model (Bern-SAR), an early generation reduced-form
carbon cycle model (Joos et al., 1996), and uses a 10GtC pulse
emission into a constant background without temperature feedbacks
(Enting et al., 1994). The IRF was not updated for TAR, but a differ-
ent parameterisation was used (WMO1999). The AR4 IRF is based
on the Bern2.5CC Earth System Model of Intermediate Complexity
(EMIC) (Plattner et al., 2008) and with a pulse size of 40 GtC and
includes temperature feedbacks. The Joos et al. (2013) data is based
on the model mean of a carbon cycle-climate model intercompari-
son project, which spans the full model hierarchy, and has specific
pulse experiments. In each new IRF, the model has improved, so it is
difficult to determine if the variations are due to improved scientific
knowledge or changes in the background concentrations.

2.2.2 Single time-scales (non-CO2 components)

Most species are assumed to follow a simple exponential de-
cay with one time-scale:

IRFx (t) = exp

(
−

t

τ

)
(3)

Though, in practice, the decay may happen on different time
scales for different processes and, thus, the atmospheric ad-
justment time may differ from the lifetime (Prather, 2007).
Effects which change the adjustment time of a species are
usually included among the “indirect effects” (e.g., Forster et
al., 2007; Fuglestvedt et al., 1996). The time scale for chemi-
cally active species will, in general, vary as a function of time
(e.g., Wigley et al., 2002; Voulgarakis et al., 2013), although
these are modelled with constant adjustment time here. We
mention several illustrative examples of species modelled
with simple decay times here. N2O removal in the atmo-
sphere is mainly due to photolysis and reaction with meta-

stable O(1D), both in the stratosphere leading to a time de-
lay for transport to the stratosphere (Prather, 2007). Parti-
cles, such as black carbon, are removed by wet and dry de-
position, hence, adjustment times are regionally dependent
(Shindell and Faluvegi, 2009; Berntsen et al., 2006). CH4 is
removed from the atmosphere from three processes (Denman
et al., 2007): (1) oxidation by hydroxyl radicals (OH) in the
troposphere, (2) biological CH4 oxidation in drier soil, and
(3) loss to and destruction in the stratosphere. The first pro-
cess enhances the methane’s own lifetime through chemical
coupling, thus, a feedback (by a factor of around 1.4 (Den-
man et al., 2007)), and these processes are nonlinear and de-
pendent on the background concentrations of other species
that interact with OH (Prather, 1994, 1996) causing its life-
time to be time-dependent in many applications (Wigley et
al., 2002). The metric values we present for CH4 are based
on the adjustment lifetime of 12 yr, as given by Forster et
al. (2007).

We have considered CH4 as an independent species, but
it is also possible to link CH4 with the ozone precursors via
a system of differential equations (c.f. Prather, 2007). Un-
certainties in the lifetimes are due to uncertainties in the
emission estimates and atmospheric chemistry (Prather et al.,
2012).

2.2.3 Temperature

The temperature response to a given radiative forcing can be
estimated using a range of complex or simple climate mod-
els. For emission metrics, a simplified IRF based on more
complex models is usually used for the temperature response
to an instantaneous unit pulse of RF, IRFT (Shine et al.,
2005b; Boucher and Reddy, 2008). Such an IRF does not take
into account what species lead to the RF (see Sect.4.2) or
does not include any information on regional variations (see
Sect.4.1). A simple exponential parameterisation is usually
used,

IRFT (t) =

J∑
j=1

cj

dj

exp

(
−

t

dj

)
(4)

where thecj add to give the climate sensitivity anddj are the
corresponding time scales. IRFT can be mapped to a simple
box-diffusion energy balance model, which aids in its inter-
pretation (Peters et al., 2011a; Li and Jarvis, 2009; Berntsen
and Fuglestvedt, 2008). The exponential term with the short-
est time scale maps to the mixed atmosphere-ocean layer, the
next largest time scale maps to the next deepest ocean layer
and so on. The climate sensitivity can be determined by es-
timating the equilibrium response to a step (sustained) RF,

λ =

∞∫
0

IRFT (t)dt =

J∑
j=1

cj (5)

www.earth-syst-dynam.net/4/145/2013/ Earth Syst. Dynam., 4, 145–170, 2013
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Fig. 2. The temperature response to a unit RF (log scale in temper-
ature) from the Hadley model (Boucher and Reddy, 2008), and the
CMIP3 ensemble mean with one exponential term and two expo-
nential terms with different a priori values (Olivié et al., 2012). The
IRF A uses an a priori estimate of 10 and 400 yr, while the IRF B
uses an a priori estimate of 10 and 100 yr.

The time scale to converge to the climate sensitivity is given
by the largestdi , and this can be more than several hundred
years (Olivíe et al., 2012). Since the time horizon is often
less than the longest time scale, the climate sensitivity is not
necessarily the most important parameter for emission met-
rics. Rather, the combination ofcj anddj , particularly for
the shorter time scales, are most relevant for the temperature
response.

The parameters for IRFT are usually calculated as a re-
sponse in the global temperature to a pulse of RF, or experi-
ments that allow a pulse to be estimated such as the C3MIP
and C5MIP 1 % increasing CO2 emission scenarios (Olivié et
al., 2012). Most temperature based emission metrics use an
IRF based on the Hadley model (Boucher and Reddy, 2008)
response derived from more than 1000 yr of an experiment in
which atmospheric CO2 concentrations were quickly ramped
up to 4 times the pre-industrial levels before being held con-
stant. The parameters are derived from a curve fit to the re-
sponse.

Olivi é et al. (2012) estimated IRFT for a range of mod-
els from the CMIP3 collection, Fig. 2, which indicates the
model spread and dependence on experimental set up. Using
a single exponential term does not give a realistic response
compared to using 2 or 3 exponential terms, a similar con-
clusion was found by Li and Jarvis (2009). For the CMIP3
experiments, with relatively short integrations of 100–300 yr,
two exponential terms are sufficient (Olivié et al., 2012),
but for longer simulations three terms may be more repre-
sentative (Li and Jarvis, 2009). The differences between the
Hadley model and the CMIP3 ensemble, Fig. 2, represents
both model variations and different integration lengths, with
the Hadley model integrated to 1000 yr.
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Fig. 3.The IRF from the Hadley model (Boucher and Reddy, 2008)
compared to the Hadley IRF (λ = 1.06) scaled toλ = 0.8 and with
theλ changed in a two-layer energy balance model (EBM) leading
to different time constants.

Until the work of Olivié et al. (2012); Olivíe and Pe-
ters (2012), there has been relatively few IRFT ’s available
for different models. It is possible to modify the IRFT of one
model to match some aspects of another model, for exam-
ple, the climate sensitivity. If the time constants of the IRFT

are assumed to be fixed, then the climate sensitivity can be
scaled to match another model using a uniform scaling (e.g.,
IRFT ,new = λnew× IRFT /

∑
c, see Eq. 4). However, a dif-

ferent climate model is likely to have different time scales
(Olivi é et al., 2012) making the IRF parameters dependent on
each other (Li and Jarvis, 2009; Peters et al., 2011a; Berntsen
and Fuglestvedt, 2008) and, hence, modifying the climate
sensitivity could also modify the time scales. Figure 3 shows
the result of a simply scaling of the Hadley IRF to have a cli-
mate sensitivity of 0.8, a process which simply shifts the IRF
vertically. If a two-layer box-diffusion model (Peters et al.,
2011a) is based on the parameters of the Hadley model (spe-
cific heat capacities and vertical diffusivity), but the climate
sensitivity of 0.8, then the IRF is different (Fig. 3) and the
time scales change from 8.4 to 7.0 yr and 409.5 to 369.0 yr.
This process assumes the specific heat capacities and verti-
cal diffusivity are the same for the givenλ, which is unlikely
to be true. Thus, a better approach is to estimate an IRF for
the specific climate model (Olivié et al., 2012). The applica-
tions presented in this paper use the IRF from Boucher and
Reddy (2008).

2.3 Radiative efficiencies

Once a species is in the atmosphere and contributes to an
increase in the atmospheric concentration of that compo-
nent, it causes a radiative imbalance of energy in the earth
system. The RF is usually calculated by complex radia-
tive transfer models (Forster et al., 2007), but for emission
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Fig. 4. The radiative efficiency (RE) for CO2 as a function of con-
centration for the historic period and the Representative Concen-
tration Pathways (RCPs) to be used in the IPCC Fifth Assessment
Report. Constant current (2005) concentrations are represented by
the 0 % line.

metrics simplifications are usually made, often based on the
current state of the atmosphere. The RF is defined as the
change in net irradiance at the tropopause after allowing for
stratospheric temperatures to readjust to radiative equilib-
rium, while surface and tropospheric temperatures and state
are held fixed at the unperturbed values (Ramaswamy et al.,
2001; Hansen et al., 2005). The Radiative Efficiency (RE)
is a linearisation of the modelled RF and is defined as the
RF due to a unit increase in the concentration of a trace gas
(IPCC, 1990).

In many papers, the RE is given with the unit
W m−2 ppb−1, while the calculations in this paper is based
on W m−2 kg−1. The conversion factor from ppb to kg is

CX (kg) =

(
MA

MX

)
×

(
109

TM

)
× CX(ppb) (6)

where MA is the mean molecular weight of air
(28.96 kg mol−1), MX molecular weight of molecule
X, and TM total mass of the atmosphere (5.15× 1018 kg)
(Shine et al., 2005b). Recently, Prather et al. (2012) argued
– after adjusting for water vapour in the atmosphere and
transport into the stratosphere – thatTM is overestimated by
1–2 %.

2.3.1 Carbon Dioxide (CO2)

The RF for CO2 can be approximated using the expression
based on radiative transfer models (Myhre et al., 1998),

RF= α ln

(
C0 + 1C

C0

)
(7)

whereC0 is the unperturbed atmospheric concentration of
CO2, 1C is a perturbation overC0, andα = 5.35 is a con-

Table 2. The two methods of calculating radiation efficiency for
CO2 is compared for different steps. The standard step for CO2 is
1 ppm. The unperturbed concentration here is 378 ppm, which was
measured in 2005 (Forster et al., 2007). As1C increases, the error
in the step method increases almost linearly.

% 1 from d(RF)/dC
1C step to1c step method

100 ppm −12
10 ppm −1.3
1 ppm −0.13
1 ppb −1.3e–4
1 ppt −3.1e–6

stant. Forster et al. (2007) assessed this equation to be accu-
rate within 10 %. The RE can be transparently defined as the
marginal change in the RF as a function of the concentration
increase,

ACO2,marginal=
d(RF)

d(1C)

∣∣∣∣
1C=0

=
α

C0
(8)

and this approach has been used in several studies (Caldeira
and Kasting, 1993; Lelieveld and Crutzen, 1992). The IPCC
Assessment Reports, however, have estimated the RE using
a small perturbation (1C)

ACO2,average= α ln

(
C0 + 1C

C0

)
/1C (9)

In the Fourth Assessment Report,1C is taken as 1 ppm
(Forster et al., 2007), while in the Third Assessment Re-
port it is taken as the magnitude of the CO2 pulse (IPCC,
2001; WMO, 1999). For small perturbations, the difference
between approaches is negligible in comparison to the un-
certainty in RF (see Table 2). In the metric calculations pre-
sented here, we use the small perturbation approach with
1C = 1 ppm.

Since the background concentration is constantly chang-
ing, the RE is technically a function of time (Fig. 4). AsC0
increases, the RE decreases and, hence, additional CO2 be-
comes relatively less important. Compared to pre-industrial
times, the RE in 2005 is 40 % lower and may be 50–100 %
lower in 2100 depending on the future scenario (Fig. 4). Even
if emission metrics are based on a constant background con-
centration, the background is usually different when metric
values are updated (Reisinger et al., 2011) leading to a dif-
ferent RE. For a scenario background, the RE will change as
a function of time within the metric calculation. In both con-
stant and scenario backgrounds, the changes in concentra-
tion and hence RE are partially offset by changes in the IRF
as a function of concentration (Caldeira and Kasting, 1993;
Reisinger et al., 2011). For impact assessment, it can be ar-
gued to base the RE on a pre-determined fixed concentration
such as pre-industrial concentrations (e.g., Huijbregts et al.,
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2011). This would ensure that the metric values only change
due to updated scientific information, but would mean that
the relative weights of GHGs are based on pre-industrial con-
ditions.

2.3.2 Methane (CH4), Nitrous Oxide (N2O), and other
LLGHGs

As for CO2, the RF estimates of CH4 and N2O are based on
radiative transfer models (IPCC, 2001; Myhre et al., 1998):

RFCH4=αCH4

(√
M −

√
M0

)
− [f (M,N0) − f (M0,N0)] (10)

and

RFN2O=αN2O

(√
N −

√
N0

)
− [f (M0,N) − f (M0,N)] (11)

whereαCH4 = 0.036 andαN2O = 0.12, M is the CH4 con-
centration in ppb andN is the N2O concentration in ppb, and
the subscript 0 denotes the unperturbed concentration. The
functionf is

f (M,N) = 0.47ln
[
1+ 2.01× 10−5 (MN)0.75

+5.31× 10−15M (MN)1.52
]

(12)

Further, the specific forcing of CH4 is increased by a factor
1.4, due to effects on tropospheric ozone and stratospheric
water vapour (IPCC, 2001; Forster et al., 2007). The RE is
estimated using these equations, and as for CO2, it is possible
to estimate the RE using a marginal approach or the change
due to a small perturbation.

The RE for other LLGHGs with low atmospheric con-
centrations, such as hydrochlorofluorocarbons (HCFCs) and
hydrofluorocarbons (HFCs), can be estimated directly from
their infrared absorption spectra of those species (Pinnock et
al., 1995; Hodnebrog et al., 2013) and have constant RE with
changing atmospheric concentrations. The uncertainty in the
RE estimates for the LLGHGs is about 10 % (Forster et al.,
2007).

2.3.3 Short-Lived Climate Forcers (SLCFs)

The RE for short-lived components is based on chemical
transport models and RF calculations using Radiative Trans-
fer Models (RTM) (Myhre et al., 2009; Skeie et al., 2011).
The common approach to calculate the RE is to run a model
perturbation which reduces the emissions by a certain frac-
tion for one species at a time and then calculates the differ-
ence in radiative balance between this perturbed case and the
reference simulation (Fuglestvedt et al., 2008; Forster et al.,
2007). The RE is, then, calculated as the ratio between the
calculated RF and change in burden. When we assume global
average RF values for the SLCFs, even though there may be
large regional variations, this simplification will lead to dif-
ferent REs and lifetimes (see Sect.4.1). For some SLCFs,
there are some non-standard issues in calculating the RE and
the main ones are now explored.
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Fig. 5.For SLCFs with adjustment times much less than a year, the
RF is usually calculated based on a sustained emission, RFSS, and
then remapped back to the radiative efficiency,Ax .

Estimating RE for SLCF with adjustment times
significantly less than one year

When the lifetime of the SLCF is significantly less than one
year (e.g., a week or less), then some authors calculate the
radiative efficiency (e.g.,Ax) in two steps: first, calculate the
RF after one year of constant steady-state emissions (RFss),
and second, by converting this to the radiative efficiency
(e.g.,Ax) for a pulse emission (Fuglestvedt et al., 2008). The
main reason for using this method is that it provides an an-
nual averaged value, avoiding variations in when the emis-
sions occur. Figure 5 shows how RFss and Ax (defined in
Table 1) compare for an arbitrary SLCF. Since the RF at time
t for a sustained emissions is equivalent to the integrated RF
up to timet of a pulse emissions (see Sect.5.1), we can esti-
mate the correct RE,Ax , as

RFss(H = 1) =

1∫
0

Axe
−

t
τ = −τAx

(
e−

1
τ − 1

)
≈ τAx (13)

where we assumed exp(−1/τ ) is negligible sinceτ � 1,
hence,

Ax ≈
RFss

τ
(14)

2.4 Inclusion of indirect effects

2.4.1 Chemical reactions

Emissions of chemically active species can have both direct
and indirect effects on radiative forcing. Indirect effects are
a consequence of chemical reactions which lead to changes
in concentrations of other species which have radiative ef-
fects. The most relevant indirect effects are emissions linked
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Fig. 6. The GWPCH4 as a function of time, showing how it is af-
fected by AGWP for both CH4 and CO2 with changing time hori-
zons.

to tropospheric ozone formation or destruction, enhancement
of stratospheric water vapour, changes in concentrations of
the OH radical (which controls the lifetime of several ra-
diatively active species; e.g., CH4, HCFCs), and secondary
aerosol formation. CH4, as discussed earlier, has both direct
effects due to CH4 itself and indirect effects due to chemi-
cal reactions which increase the lifetime of CH4 and lead to
O3 production (Forster et al., 2007; Fuglestvedt et al., 2010).
Recently, it has been suggested that the oxidation of fossil
fuel based CH4 to CO2 should be included as an indirect ef-
fect (Boucher et al., 2009) and even the carbon cycle feed-
backs on CO2 (Collins et al., 2013). Emissions of VOC, NOx,
and CO have no direct radiative effects, but through chemi-
cal reactions lead to O3 production and changes in OH, and
hence radiative effects. Shindell et al. (2009) further find that
including interactions with aerosols increases the best esti-
mate of the GWP100 value for CH4 and CO and decreases
the value for NOx. Some species have only indirect effects
(for example, VOC, NOx, and CO), while others are dom-
inated by direct effects. Given the complexity of interac-
tions, choices are required to decide which interactions are
included as indirect effects. The metric values we present for
CH4 includes the direct effect of CH4 and the indirect effect
via OH by using the adjustment time instead of the lifetime.
Further, by adjusting the RE to account for the indirect ef-
fects on tropospheric ozone and stratospheric water vapour,
these two indirect effects are also included. For NOx, CO,
and VOC, we include the indirect short-lived O3 effect, CH4
effect, and CH4-induced O3 effect. We do not include the ox-
idation of CH4 to CO2.

2.4.2 Black Carbon on snow and ice

For BC, there is an indirect effect of BC deposited on
snow and ice as BC reduces the albedo of such surfaces
(Warren and Wiscombe, 1980; Jacobson, 2001; Hansen and
Nazarenko, 2004; Rypdal et al., 2009; Doherty et al., 2010).
The indirect effect of BC on snow and ice raises the impact

by 10–15 % depending on the location of emissions (Rypdal
et al., 2009; Bond et al., 2011).

2.4.3 Ozone depleting substances (ODS)

Chlorine- and bromine-containing halocarbons cause ozone
depletion in the stratosphere. While the direct effect of the
ODS is warming, they also have a cooling effect via reduc-
tion of stratospheric ozone, which may be included in metrics
(Daniel et al., 1995).

2.4.4 Contrails and cirrus

Aviation also leads to indirect impacts on climate through
formation of contrails and aviation induced cirrus (AIC) due
to the high-altitude emission of water vapour and particles.
These indirect effects are large, but also have large uncer-
tainties, and their impact will vary greatly due to different
flight paths (both horizontally and vertically). The uncer-
tainty on the RF of contrails is in the order of 1.5 to 2 and
for AIC about an order of 3 (Fuglestvedt et al., 2010). An-
thropogenic aerosols will also influence upper tropospheric
clouds through ice nucleation (Penner et al., 2009; Liu et al.,
2009; Hendricks et al., 2011).

2.4.5 Aerosol Indirect Effect (AIE)

Aerosols have both direct and indirect effects on RF. The
direct effects are due to scattering and absorption of ra-
diation, while the indirect effects modify the microphysi-
cal and, hence, the radiative properties, amount and lifetime
of clouds. The semi-direct effect includes heating from the
aerosols, which result in a cloud burn-off. Aerosols will also
impact mix-phase and ice clouds, but the RF from that ef-
fect is uncertain (Lohmann and Feichter, 2005). The AIE
have usually been split into “cloud albedo effect” (first in-
direct effect) and the “cloud lifetime effect” (second indirect
effect) (Forster et al., 2007). It is difficult to separate which
aerosols contribute to the AIE. The central estimate in Forster
et al. (2007) indicates that the indirect effect is roughly 40 %
larger than the direct effect, with a factor of 1.5–2 to account
for AIE relative to just the direct effect of sulfate aerosols
(though uncertainty is large).

3 Metric equations

3.1 Absolute metrics

In the following sections, we present analytical expressions
for the different metrics. Emission metrics are obtained by
combining the information on the radiative efficiency with
IRFs, and, thus, emission metrics only approximate the re-
sponse of more complex models. However, on the assump-
tion that the emission metrics are applied to marginal emis-
sion changes and the metrics are applied to background
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conditions consistent with the derivation of the metric pa-
rameters, these responses should agree to within first-order
of the actual response. The largest differences are expected
for short-lived species where the location and timing of emis-
sions are important (Lund et al., 2011).

3.1.1 Radiative forcing (RF) as function oft

For emission metrics, the radiative forcing (RF) for all com-
ponents is calculated as

RF= RE× IRF. (15)

In the context of Eq. (1), the impact is RF, and the discount
is a Dirac delta function at timet leading to an end-point
metric. Based on the equations above, the RF for CO2 is

RFCO2(t) =ACO2

{
a0+

I∑
i=1

ai

(
1−exp

(
−

t

τi

))}
(16)

Further, the equivalent expression for pollutants with a sim-
ple exponential decay is

RFx (t) = Ax exp

[
−

t

τ

]
(17)

The RF for the ozone precursors (OP: NOx, CO, VOC con-
sidered here) is, however, more complex. Due to their short
lifetime, it is assumed that the pulse emission lasts one year
with constant emissions through the year followed by decay
in concentration after end of year 1 (see Sect.2.3.3) (Fu-
glestvedt et al., 2010). Hence, the parameterisation of RF is
split into two parts, the RF that is due the first year of emis-
sions (t < 1) and the RF due to the decaying concentration
afterwards. The OPs have an insignificant direct effect on
RF; however, there are three indirect effects due to chem-
ical reactions. The short-lived O3 effect occurs for all the
species as a positive RF due to the formation of tropospheric
O3. CO and VOC (NOx) cause a positive (negative) RF by
decreasing (increasing) the OH levels and, thus, increasing
(decreasing) the CH4 levels, which is the CH4 effect. Since
the CH4 concentration is perturbed, a secondary effect im-
pacts the O3, called the CH4-induced O3 effect. Hence, CO
and VOC (NOx) will have a positive (negative) RF due to in-
creased (decreased) O3 caused by the CH4 perturbation. The
perturbations for each of the three effects are

RFS
OP(t) ={
AS

OP

(
1− exp

(
−

t
τ

))
0 < t < 1

AS
OP

(
1− exp

(
−

1
τ

))
exp

(
−

t−1
τ

)
t ≥ 1

(18)

where OP is the ozone precursors andS is one of the three
perturbation effects: (1) short-lived O3 effect, (2) CH4 effect,
and (3) CH4-induced O3 effect. The lifetimeτ is τO3 for the
short-lived O3 perturbation andτPM for the CH4 perturbation

and CH4-induced O3 perturbation.τPM is the primary mode
methane adjustment time. This formulation differs slightly
from Fuglestvedt et al. (2010), as they assumed that the very
small contribution from the CH4-induced O3 perturbation in
year 1 to be included in the short-lived O3 response, whereas
we do not make this assumption. The final RF from the three
effects is

RFOP(t) =

S∑
s=1

RFS
OP (19)

where OP is either NOx, CO, or VOC.

3.1.2 Absolute Global Warming Potential (AGWP)

The absolute Global Warming Potential (AGWP) for species
i is the integrated RF,

AGWPi (H) =

H∫
0

RFi (t)dt (20)

In the context of Eq. (1), the impact is RF, with the discount-
ing as a step function (no discounting fort < H and full dis-
counting fort > H ). Fuglestvedt et al. (2003) estimated an
equivalent exponential discount function that gave the same
AGWP and found that different species implicitly had differ-
ent discount rates. The IPCC did not give a direct physical
interpretation of the AGWP, but gave some tentative inter-
pretations for three time horizons (20, 100, 500 yr) (IPCC,
1990). They describe that for some environmental impacts
it is important to evaluate the cumulative warming over an
extended period after the emissions. For instance, the evalua-
tion of sea level rise needs a time horizon of 100 yr or longer.
For short term effects, a time horizon of a few decades could
be used, such as the response to RF over continental areas.

The AGWP for CO2 is

AGWPCO2(H) = ACO2{
a0H+

I∑
i=1

aiτi

(
1− exp

(
−

H

τi

))}
(21)

and for pollutants with a simple exponential decay

AGWPx (H) = Axτ

(
1− exp

(
−

H

τ

))
(22)

The formulas are more complex for the ozone precursors
(NOx, CO, VOC), since they have a short-lived O3 effect,
CH4 effect, and CH4-induced O3 effect. Those effects are
parameterised as

AGWPS
OP(t) = (23){

AS
OP

{
H − τ

[
1− exp

(
−

H
τ

)]}
0 < t < 1

AS
OP

{
1− τ

[
exp

(
−

(H−1)
τ

)
−exp

(
−

H
τ

)]}
t ≥ 1
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with different REAS
OP and lifetimeτ for the different pertur-

bations, see Eq. (18). The total effect of the ozone precursor
is

AGWPOP(t) =

S∑
s=1

AGWPS
OP (24)

3.1.3 Absolute Global Temperature change Potential
(AGTP)

The absolute Global Temperature change Potential (AGTP)
for speciesi is the global temperature change (1T ) at timet

(Shine et al., 2005b),

AGTPi (H) =

t∫
0

RFi (t) IRFT (H − t)dt, (25)

In terms of Eq. (1), the impact is temperature (the whole in-
tegral) with a Dirac delta function used for discounting (an
end-point indicator) with an evaluation time oft . The ex-
pression for AGTP also helps to interpret the AGWP. If it
is assumed (unrealistically) that IRFT = 1, then the AGTP
equation simplifies to the AGWP. Thus, the AGWP integrates
(“remembers”) the RF for all times up toH . If it is assumed
(realistically) that IRFT 6=1 and is a monotonically decreas-
ing function, then IRFT can be interpreted as a physical dis-
counting (as energy radiated back to space is modulated by
the thermal inertia and mixing in the ocean). Using these
analogies for IRFT helps explain why SLCFs generally have
higher GWP values compared to GTP values; the GWP inte-
grates all the RF in a given time period, while the GTP allows
a physical discounting (via ocean inertia), so that RF values
at earlier time periods receive less weight (see Peters et al.,
2011a).

The AGTP for CO2 is

AGTPCO2 (H) = ACO2

{
J∑

j=1

a0cj

[
1− exp

(
−

H

dj

)]

+

I∑
i=1

J∑
j=1

aiτicj

τi − dj

[
exp

(
−

H

τi

)
− exp

(
−

H

dj

)]}
(26)

For pollutants with a simple exponential decay

AGTPx (H) =

J∑
j=1

Axτcj(
τ − dj

) [exp

(
−

H

τ

)
− exp

(
−

H

dj

)]
(27)

The formulas are more complex for the ozone precursors
(NOx, CO, VOC), since they have a short-lived O3 effect,
CH4 effect, and CH4-induced O3 effect. For all these ef-
fects, there is a perturbation from the RF fort < 1 (this deter-
mines the temperature response of the emissions that occur

in the first year) and from the RF fort ≥ 1 (this determines
the temperature response of atmospheric perturbation lasting
past one year). Thus, AGTPOP for H > 1 is comprised of two
components (AGTP(H )= AGTPS,<1

OP (H) + AGTPS,>1
OP (H )):

a. For perturbation from RF occurringt < 1

AGTPS,<1
OP (H) = AS

OP

J∑
j=1

{
cj

[
exp

(
1− H

dj

)

−exp

(
−

H

dj

)]
+

cj τ

τ − dj

[
exp

(
−

H

dj

)
−exp

(
1− H

dj

)
exp

(
−

1

τ

)]}
(28)

b. For perturbation from RF occurringt ≥ 1

AGTPS,>1
OP (H) = AS

OP

[
1− exp

(
−

1

τ

)] J∑
j=1

τcj

τ − dj[
exp

(
1− H

τ

)
− exp

(
1− H

dj

)]
(29)

The REAS
OP and lifetimeτ differ between the different per-

turbations, see Eq. (18). These formulas are only valid when
H > 1, and for continuity it is possible to make a linear in-
terpolation (aH +b) between year 0 (where the perturbation
is AGTPS

OP(0) = 0) and year 1. This step is not necessary
based on physical processes, but is done to ensure continuity
in graphical presentation and for calculating the integrated
AGTP (next section). For all the three different ozone pre-
cursor perturbations, the perturbation for 0< H < 1 is given
by

AGTPS
OP(H) = AGTPS

OP(1)H, for 0<H<1 (30)

It is possible to extend the AGTP into a regional form (c.f.
Shindell, 2012),

ARTPr
i (H) =

∫ t

0

∑
s

(
K rs

i RFs
i

)
IRF

T
(H − t)dt, (31)

where “r” represents the region with the response, “s” the
region of the RF, andK rs a matrix of scalars relating the RF
in “s” to the response in “r”, see Fig. 7. A similar expression
is possible to link regional emissions with RF and, hence,
from regional emissions to regional responses.

3.1.4 Integrated Absolute Global Temperature change
Potential (iAGTP)

The integrated absolute Global Temperature change Potential
(iAGTP) for speciesi is the integral of the AGTPi (Peters et
al., 2011a; Azar and Johansson, 2012),

iAGTPi (H) =

∫ t

0
AGTPi (t)dt (32)
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Fig. 7. A schematic regional relationship between emission, RF,
and temperature perturbation for SLCFs for the regions: The South-
ern Hemisphere extratropics (90–28◦ S, SHext), the tropics (28◦ S–
28◦ N), the Northern Hemisphere mid-latitudes (28–60◦ N, NHml),
and the Arctic (60–90◦ N). Values for the emission-RF relationship
is inspired by Naik et al. (2005) and the RF-temperature relationship
is based on Shindell (2012).

Similar metrics have been proposed before. Gillett and
Matthews (2010) introduced the Mean Global Temperature
Potential, MGTP(H)= iAGTP(H )/H . Jacobson (2010) in-
troduced the “surface temperature response per unit continu-
ous emissions” (STRE), which is mathematically equivalent
to the iAGTP, though Jacobson (2010) uses a single decay for
CO2, which is different from what is done in the other studies
and by IPCC (Forster et al., 2007; Archer et al., 2009; Joos
et al., 2013).

In terms of Eq. (1), the impact is temperature, and the
discount function is no discounting fort < H and full dis-
counting for t > H . The iAGTP has been discussed indi-
rectly by some authors (O’Neill, 2000; Gillett and Matthews,
2010), but in more detail in Peters et al. (2011a); Azar and
Johansson (2012). Preliminary work on the GWP was also
based on integrated temperature change (Wuebbles, 1989;
Derwent et al., 1990), but the link to temperature did not
make it into the First Assessment Report (IPCC, 1990). Pe-
ters et al. (2011a); Azar and Johansson (2012) investigated
whether the GWP was similar to the iGTP and found close
agreement for a wide range of time horizons, but not for very
SLCFs like BC. The similarity is since AGWP represents the
total energy added to the system and iAGTP/λ the energy lost
from the system. Since the energy currently in the system is
small relative to AGWP, it follows that AGWP is approx-
imately iAGTP/λ. Given these quantitative relationships, it
can be argued to interpret the AGWP as iAGTP.

The iAGTP for CO2 is (Peters et al., 2011a)

iAGTPCO2 = ACO2

{
J∑

j=1

a0cj

[
H − dj

(
1− exp

(
−

H

dj

))]

+

I∑
i=1

J∑
j=1

aiτicj

τi − dj

[
τi

(
1− exp

(
−

H

τi

))

−dj

(
1− exp

(
−

H

dj

))]}
(33)

While the iAGTP for species with a single decay time is

iAGTPx (H) =

J∑
j=1

Axτcj(
τ − dj

) [τ (1− exp

(
−

H

τ

))

−dj

(
1− exp

(
−

H

dj

))]
(34)

For the ozone precursor perturbations, the linear interpo-
lation between year 0 and year 1 for AGTP turns into a
quadratic form (a2H + bH 2) for the iAGTP. In the range
0 < H < 1, the perturbation is

iAGTPS
OP(H) =

1

2
AGTPS

OP(1)H 2 (35)

This formula is used whenH ≤ 1. For all other times,
iAGTPS

OP(1) has to be added into the formula. ForH > 1,
iAGTPS

OP has to be summed for the RF fromt < 1 and
for the RF fromt > 1. Thus, iAGTPSOP for H > 1 is com-

prised of two components (iAGTP(H ) = iAGTPS,<1
OP (H ) +

iAGTPS,>1
OP (H )):

a. For perturbation from RF occurringH < 1

iAGTPS,<1
OP (H) =

iAGTPS
OP(1) + AS

OP

J∑
j=1

{
cjdj

[
1− exp(

1− H

dj

)
+ exp

(
−

H

dj

)
− exp

(
−

1

dj

+
cjdj τ

τ − dj

)]
[
exp

(
−

1

dj

)
− exp

(
−

H

dj

)
−

(
1− exp

(
1− H

dj

))
exp

(
−

1

τ

)]}
(36)

b. For perturbation from RF occurringH ≥ 1

iAGTPS,>1
OP (H) =

iAGTPS
OP(1) + AS

OP

[
1− exp

(
−

1

τ

)]
J∑

j=1

τcj

τ − dj

[
τ

(
1− exp

(
1− H

τ

))

−dj

(
1− exp

(
1− H

dj

))]
(37)
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As previously, the REAS
OP and lifetimeτ differ between

the different perturbations, see Eq. (18).

3.2 Normalised metrics

The absolute metrics for a species are often normalised to the
corresponding absolute metric for a reference gas, normally
CO2,

Mx (t) =
AMx (t)

AMCO2 (t)
(38)

where AM stands for AGWP, AGTP, or iAGTP and M is
GWP, GTP, or iGTP, respectively. EmissionsEx are usually
converted into “CO2 equivalent emissions” by multiplying
with this normalised metric,

CO2eq(t) = Mx (t) × Ex (39)

that would ideally result in the same climate response for
the given metric. Thus, the normalised metric value can be
considered as a conversion factor from the unit of the emis-
sion (e.g., kg CH4) to the “equivalent” emission of CO2 that
would ideally lead to the equivalent climate impact for the
given TH and underlying assumptions (Fuglestvedt et al.,
2003; O’Neill, 2000). But this equivalence is not present for
other climate variables beyond what the metric measures and
how it measures it. The choice of reference gas is a value
based choice, but an obvious choice is to use the trace gas
of primary concern, namely carbon dioxide (IPCC, 1990).
There is no natural need to have only one reference gas or
let CO2 always be the reference gas. A two-basket or multi-
basket approach to climate policy could be used to treat
species with different lifetimes differently, and each basket
may have a different reference gas (e.g., Smith et al., 2012;
Daniel et al., 2012).

The normalised metric is dependent on the absolute met-
ric of CO2, since the absolute metric of CO2 is the denomi-
nator. In a multiple baskets approach, several different refer-
ence gases could be used. We show the importance of the de-
nominator, here CO2, in the case of CH4 for GWP in Fig. 6.
For time horizons (H ) less or around a species’ lifetime (τ),
GWP is affected by AGWP for both the species and CO2, as
both AGWPs are sensitive of time horizon. However, as time
horizon increases, the changes in the GWP depend only on
the changes in AGWP for CO2 since the AGWP for CH4
converges to its steady-state value soon after the lifetime
(dependent on the e-folding time). The same is true for all
SLCFs, where species reach this threshold increasingly faster
with decreasing lifetimes. Hence, forτ � H , the changes in
the GWP value of a species depends only on the behaviour
of CO2 (e.g., BC the order of months, or CH4 the order of
decades).

3.3 Metrics based on economic models

Some emission metrics have been based on economic mod-
els. Manne and Richels (2001) investigated how constraints

will affect the “price ratio” of different LLGHGs and com-
pared with the GWP. Recently, the Global Cost Potential
(GCP) and Cost-Effective Temperature Potential (CETP)
were developed (Johansson, 2012), which show similar char-
acteristics to the Manne and Richels (2001) study. The time-
dependent version of the GTP (Shine et al., 2007) puts more
weight on SLCFs and shorter-lived LLGHGs as the target
is approached, a characteristic seen in many economic ap-
proaches (Manne and Richels, 2001; Johansson, 2012). Since
this property occurs in the purely physical based metric, it
may suggest that this property is a result of moving towards
a target and not a consequence of including an economic
model in the metric. For a cost-benefit framework, the Global
Damage Potential (GDP) is suitable, which looks at the
marginal damages of emissions (Kandlikar, 1995; Boucher,
2012; Tol et al., 2012).

4 Cross-cutting issues

There are a variety of cross-cutting issues which affect most
metrics in a similar way. For example, the RF can be allowed
to vary by region leading to regional metric values. We dis-
cuss a variety of the most relevant cross-cutting issues here.

4.1 Regional metric values

While the location of emissions does not have an impact on
the RF for LLGHGs, it does for SLCFs (Fuglestvedt et al.,
1999; Naik et al., 2005; Berntsen et al., 2006; Shindell and
Faluvegi, 2009) leading to a regional distribution of RF for a
given emission (Berntsen et al., 2006; Bond et al., 2011). For
all forcings, even the relatively homogeneous ones caused
by LLGHGs, there is a distinct pattern in the temperature
response controlled largely by the response pattern of the cli-
mate feedbacks (Boer and Yu, 2003; Shindell and Faluvegi,
2009; Shindell, 2012). Combing these two effects for a given
emission of a SLCF, the heterogeneity in RF may cause fur-
ther inhomogeneity in the climate response.

A schematic presentation of the regional effects is given
in Fig. 7. Those SLCFs that have an atmospheric residence
time of a couple of weeks or less will not have time to be
evenly distributed in the global atmosphere and, hence, re-
sult in the largest concentration perturbations near the point
of emission and its latitude band. In general, strong climate
feedbacks at higher latitudes increase the temperature pertur-
bations from RFs, with about 45 % enhancement for extra-
tropical relative to tropical CO2 RF (Shindell and Faluvegi,
2009). The enhanced regional sensitivities at higher latitudes
are a result of higher sensitivity in the energy budget in those
regions, which is governed by local cloud, water vapour and
surface albedo feedbacks. Vertical profiles of radiative forc-
ing efficiencies are also a source of regional differences. For
example, black carbon, which is found low in the atmosphere
near emission sources and higher up in transport regions, has
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a steeply increasing forcing efficiency with altitude (Samset
and Myhre, 2011). The relative position of BC to clouds is
also important, as are seasonal changes in cloud fraction, in-
solation, wind and precipitation. Similar considerations exist
for other SLCFs. In addition to variability in physical and
chemical key parameters, there are strong nonlinear relations
in the atmospheric chemistry (Shindell and Faluvegi, 2009).

While most parameterisations of impacts parameters are
for global means, metric research has also focused on met-
rics accounting for regional variations (Shine et al., 2005a;
Lund et al., 2011) or regional metrics (Berntsen et al., 2005;
Fuglestvedt et al., 2010; Fry et al., 2012; Collins et al., 2013).
Shindell and Faluvegi (2009) separate the world into four lat-
itude bands and estimated regional responses from regional
RFs for some selected LLGHGs and SLCFs, though it is
feasible to do this at smaller scales (Henze et al., 2012).
This work has been extended by introducing the Absolute
Regional Temperature Potential (ARTP) (Shindell, 2012;
Collins et al., 2013).

4.2 Efficacy

The temperature perturbation from the RF can also depend
on the type of forcing agent, leading to the concept of effi-
cacy, which is defined “as the ratio of the climate sensitivity
parameter for a given RF agent (λi) to the climate sensitivity
parameter for CO2 changes, that is,εi = λi/λCO2” (Forster
et al., 2007). The efficacy moves one step closer to the actual
temperature response by accounting for differences in how
various components trigger feedbacks. Efficacies are usually
between 0.75 and 1.25 for most components; however, for
absorbing aerosols the range is larger and even the idea of
an efficacy becomes complicated (Forster et al., 2007). Fu-
glestvedt et al. (2003) proposed and Berntsen et al. (2005);
Berntsen and Fuglestvedt (2008) applied the efficacy concept
to simple emission metrics.

4.3 Consistency across assumptions

Despite the wide-spread use of emission metrics, there has
not been a systematic and fully consistent estimation of the
numeric values of particular metrics. It is routine to combine
different, and potentially inconsistent, models in a given met-
ric; for example, it is common that the AGTPCO2 uses the
Bern model for the carbon cycle and the Hadley model for
the temperature response. There is no consistency on which
feedbacks and indirect effects to include implying that the
IRF for one species may include temperature feedbacks (e.g.,
CO2) and another species may not (e.g., CH4 and N2O). Re-
cent research has included additional indirect effects, such as
those on aerosols (e.g., Shindell et al., 2009), effects of O3
on vegetation (Collins et al., 2010), and temperature feed-
backs (Gillett and Matthews, 2010; Collins et al., 2013). Dif-
ferent assumptions can also be used to estimate the parame-
ters for metrics, such as different background concentrations

and pulse sizes (Joos et al., 2013). It is not clear how large
these consistency issues may be, nor how model dependent
they may be.

Many of these consistency issues can be overcome by a
clear set of definitions for each metric, particularly on how
to treat indirect effects and feedbacks. One way of achiev-
ing more consistency is through model intercomparisons
(e.g., Olivíe and Peters, 2012; Joos et al., 2013). Through
a model intercomparison, or the use of individual models
(e.g., Reisinger et al., 2010; Gillett and Matthews, 2010),
the same model can be used to estimate all metric values.
Joos et al. (2013), for example, estimate the AGWPCO2 and
AGTPCO2 directly from pulse emissions of CO2 and, thus,
ensuring consistency.

4.4 Relative uncertainty from parameters and choices

Several recent studies have investigated uncertainty in met-
ric values (Reisinger et al., 2010; Boucher, 2012; Olivié and
Peters, 2012). These approaches have been either based on
model comparisons or Monte-Carlo approaches. The studies
suggest that uncertainties are significantly larger than pre-
viously reported (e.g., Forster et al., 2007), the relative un-
certainties for the GTP are larger than for the GWP, and re-
visions of the GWP and GTP values should be expected as
scientific knowledge advances (e.g., Reisinger et al., 2011).
Uncertainties in GWPCH4 are generally found to be of the
order of 40 % (for 5–95 % confidence interval) for a 100 yr
time horizon.

It is possible to assess uncertainty more generally using
standard methods of uncertainty propagation. For a general
function,f , with two independent variables,x andy, the un-
certainty inf can be approximated as

1f =

√(
∂f

∂x

)2

1x2
+

(
∂f

∂y

)2

1y2 (40)

This allows the combination of different pieces of informa-
tion on uncertainty (e.g., from independent studies) to assess
the main causes of the uncertainty in emissions metrics (e.g.,
RE versus IRF). We demonstrate the use of this approach us-
ing CH4 as an example. The uncertainty in each of the metric
components propagates to the total uncertainty in the metric
parameterisations. For instance, the uncertainty for AGWP is
given by

1AGWP=

√(
∂AGWP

∂A

)2

1A2
+

(
∂AGWP

∂τ

)2

1τ2 (41)

assuming Gaussian distributions and no correlation between
A andτ . For CH4, the relative uncertainty inτ is estimated
to be 38 % (Prather et al., 2012, our conversion to 5–95 %
confidence interval) and 20 % forA (Forster et al., 2007, our
conversion to 5–95 % confidence interval). Using Eq. (41)
with these uncertainties, the total uncertainty for AGWPCH4
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is 31 % for a 20 yr time horizon (for 5–95 % confidence in-
terval), 43 % for 100 yr, and 43 % for 500 yr, with twice as
large contribution from the second term relative to the first
term. The uncertainty in the AGWPCO2 can be obtained us-
ing the 20 % estimated uncertainty in RE (Forster et al., 2007,
our conversion to 5–95 % confidence interval) and uncer-
tainty in the integrated IRFCO2 of 29, 49, and 56 % (for 5–
95 % confidence interval) for a 20, 100, and 500 yr time hori-
zon (Joos et al., 2013). The uncertainty for a product (i.e.,
RECO2 ×

∫
IRFCO2), in this case AGWPCO2, is given by

1AGWPCO2

AGWPCO2

=

√(
1RECO2

RECO2

)2

+

(
1
∫

IRFCO2∫
IRFCO2

)2

(42)

leading to an uncertainty of AGWPCO2 of 35, 53, and 59 %
(for 5–95 % confidence interval), respectively, with the un-
certainty dominated by the uncertainty in the integrated
IRFCO2. Combining the relative uncertainty in the AGWPCH4

and AGWPCO2 (using the sum of the squares uncertainty
propagation), the uncertainty in GWPCH4 is 47, 68, and 73 %
(for 5–95 % confidence interval) for a 20, 100, and 500 yr
time horizon. The uncertainty is given by both, but with an
overweight on AGWPCO2 for the longer time horizons. The
uncertainties we find are similar to those reported in other
studies (Reisinger et al., 2010; Boucher, 2012). The simple
analysis described here gives a general idea of the uncertainty
in GWPCH4 and highlights which terms contribute most to
the uncertainty.

Irrespective of the uncertainties, the effect of choice of
metric and time horizon is generally larger than the uncer-
tainties. For example, Reisinger et al. (2010) find that the
GWPCH4 is between 55–93 (90 % range) for a 20 yr time
horizon, 17–35 for a 100 yr time horizon, and the GTPCH4 is
between 4–15 for 100 yr. In addition, the decision on which
indirect effects to include can also change metric values, e.g.,
Shindell et al. (2009) find that the GWPCH4 increases from
25 to 34 by including indirect effects of aerosols. Thus, while
the scientific uncertainties are large and need to be reduced,
larger variations are due to value judgments. This further em-
phasises the importance of a clear definition of each metric
and ensuring that impact assessment studies are robust to the
choice of metric by exploring results for a range of metrics.

5 Methods for sustained emissions and emission
scenarios

Pulse emissions are used due to their simplicity and general-
ity. The response of a pulse emission can be seen as the build-
ing block of the response for an emission scenario through
the use of convolutions (Enting, 2007; Wigley, 1991). A par-
ticular type of scenario often used in emission metrics is a
sustained emission which assumes emissions continue indef-
initely at a pre-defined level. In this section, we discuss how
emission metrics for pulse emissions can be applied in more

general situations; first, for the specific case of sustained
emissions, and second in the more general case.

5.1 Sustained emissions

A simple “emission scenario” is to have continuous (or sus-
tained) emissions. The absolute metric of a sustained emis-
sion can be calculated as the integral of the absolute metric
of a pulse emission. Sustained emissions are a specific type
of scenario that neglects changes due to economic growth,
technology improvements, mitigation policies, or the lifecy-
cle of infrastructure. It is often assumed for simplicity that
sustained emissions do not change the background concen-
trations (as for pulse emissions, they are marginal); hence,
all factors influencing the metric calculations stay constant.
From a policy perspective, sustained emission may seem
more relevant, since in reality, emissions are unlikely to stop
instantaneously as in a pulse emission. However, from a sci-
entific perspective, processes easily observable in a pulse
emission can be masked by a sustained emission. The choice
between a pulse and sustained emission scenario for a mix
of species is an important value judgment as they place very
different weights on SLCFs and LLGHGs.

In the following, we show the equations for the different
metrics with sustained emissions. The RF for species with a
simple exponential decay and sustained emission is

RFx,s(H) = Axτ

(
1− exp

(
−

H

τ

))
(43)

This equation is identical to the AGWP for a pulse emission.
The AGWP for a sustained emission is

AGWPx,s(H) = Axτ

[
H − τ

(
1− exp

(
−

H

τ

))]
(44)

The AGTP for a sustained emission is

AGTPx,s(H) =

J∑
j=1

Axτλ

(
1− exp

(
−

H

dj

))
+ AGTPx (H) (45)

And finally, the iAGTP for a sustained emission is

iAGTPx,s(H) =

J∑
j=1

Axτλ

(
H − dj

(
1− exp

(
−

H

dj

)))
+iAGTPx (H) (46)

Similar equations can be derived for CO2 and ozone precur-
sors, but are not shown here in the interest of space.

There is a close connection between pulse and sustained
emission metrics as eluded to earlier. A property of convolu-
tions with a linear response and the Heaviside step function
(equivalent to a sustained emission), can be used to show that
the RF of a sustained emission (RFs, left hand side) is equal
to the integrated RF of a pulse emission (AGWP, right hand
side),

RFx,s(t) =

∫ t

0
H (s)Rx (t − s)ds =

∫ t

0
Rx (s)ds =

∫ t

0

RFx,p (s)ds = AGWPx (t) (47)
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Further, the same is true for a linear temperature response,

1Tx,s(t) =

∫ t

0
RFx,s(s)RT (t − s)ds =

∫ t

0
AGWPx (s)

RT (t − s)ds = iAGTPx (t) (48)

so that the instantaneous temperature perturbation to a sus-
tained emission is equal to the integrated temperature pertur-
bation to a pulse emission. Thus, there is a close connection
between pulse and sustained emission metrics; the instanta-
neous impact of a sustained emission is the same as the in-
tegrated impact of a pulse emission. In early work, Shine et

al. (2005b) noted that the GWP was similar to the instanta-
neous temperature response to a sustained emission. This is
equivalent to the integrated temperature response of a pulse
emissions, and this has been shown to be similar to the GWP
(Peters et al., 2011a; Azar and Johansson, 2012), thus, con-
firming the findings of Shine et al. (2005b).
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Table 3.A list of all gases, particles, and indirect effects that are included in the sample applications presented. For each species, the literature
that is used for input is given.

Species Calculations based on

CO2, CH4, N2O, HCFC-141b, HCF-142b, HFC-23,
HFC-32, HFC-125, HFC-134a, HFC-143a, HFC-152a,
HFC-227ea, HFC-236fa, HFC-245fa, HFC-365mfc,
HFC-43-10mee, SF6, NF3, PFC-14, PFC-116, PFC-
218, PFC-318, PFC-3-1-10, PFC-4-1-12, PFC-5-1-14,
PFC-6-1-16

Forster et al. (2007)

BC, OC, SO2, contrail, aircraft induced cirrus Fuglestvedt et al. (2010)

Aircraft NOx Stevenson et al. (2004), as given by Fuglestvedt et al. (2010)

Surface NOx The global run in Wild et al. (2001), as given by Fuglestvedt et al. (2010)

Shipping NOx Fuglestvedt et al. (2008)

CO Derwent et al. (2001), as given by Fuglestvedt et al. (2010)

VOC Collins et al. (2002), as given by Fuglestvedt et al. (2010)

NH3 Shindell et al. (2009)

AIE(SO2) 1.75*SO2, Forster et al. (2007)

Shipping AIE (SO2) 8.3*SO2. Average of Lauer et al. (2007), as given by Fuglestvedt et
al. (2010)

5.2 General emission scenarios

For emission scenarios, the RF, AGWP, AGTP, and iAGTP
values can be calculated with a convolution,

(f × g)(t) =

∫
∞

−∞

f (s)g (t − s)ds (49)

wheref andg are functions andg represents the emission
metric for a pulse emission. For instance, the temperature
response for a scenario is the convolution of the emission
scenario and AGTP for a pulse emission:

1T i (t) =

t∫
0

Ei (τ )AGTPi (t − τ)dτ (50)

In this case, the AGTP is an IRF representing the link from
emissions to temperature (IRFT is the link from forcing to
temperature). The convolution can be estimated by numerical
integration, though, most numerical integrations have prob-
lems with species with a short lifetime (e.g., BC), typically
when the time step is larger than the residence time (1t > τ).
This problem can be solved by reducing the time step.

If the IRF is based on a sum of exponentials, then the con-
volution can be written as an equivalent ordinary differential
equation (ODE) (Wigley, 1991).

dF (H)

dt
=

K∑
k=1

dF k (H)

dt
= E(H)

K∑
k=1

αk −

K∑
k=1

Fk

τk

(51)

The ODE can be solved numerically and we find this to be a
more robust and efficient method than the direct estimation
of the convolution numerically. This method requires a re-
sponse based on exponential functions and, thus, cannot be
applied directly to emission metrics as in Eq. (50). However,
a step-wise series of convolutions and integrations can per-
form the necessary calculations; for example, the RF can be
determined using this method with integration leading to the
integrated RF.

6 Sample applications

In this section, we present some specific and policy relevant
applications using the emission metrics described above. The
emission metrics presented in this article are based on simple
parameterisations of more complex models (e.g., the global
mean temperature response from Hadley CM3 is reduced to
four parameters) and so the metric values only approximate
the actual responses.

6.1 Data and assumptions

As input data, we use the 2008 emissions from the Emissions
Database for Global Atmospheric Research (EDGAR) (EC,
2011), with the exception of BC and OC from 2005 (Shindell
et al., 2012). BC and OC emissions from biomass burning
are not included, in contrast to e.g. Lamarque et al. (2010).
Although new input exists for some species, we prefer to use
values that are consistent with those given by IPCC (2007)
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Table 4.The top ten emitting countries according to different emission metrics. The percentage given is the share of the global sum.

Ranking
of emitters
by metrics GWP20 GWP100 GTP20 GTP50 GTP100

1 US 30.1 % China 17.1 % China 17.5 % China 20.3 % China 20.6 %
2 Brazil 10.1 % US 16.7 % US 14.8 % US 14.5 % US 14.9 %
3 Russia 9.7 % Russia 5.9 % Russia 6.1 % Russia 5.3 % Russia 5.3 %
4 Indonesia 9.5 % Indonesia 5.1 % India 5.6 % India 4.8 % India 4.5 %
5 India 5.8 % India 4.9 % Indonesia 4.7 % Indonesia 4.4 % Indonesia 4.5 %
6 Germany 4.5 % Brazil 3.9 % Brazil 4.4 % Japan 3.1 % Japan 3.3 %
7 Japan 4.5 % Japan 3.3 % Japan 2.7 % Brazil 3.0 % Brazil 2.7 %
8 France 3.1 % Germany 2.6 % Germany 2.2 % Germany 2.3 % Germany 2.4 %
9 UK 3.0 % UK 1.6 % Canada 1.5 % Canada 1.5 % Canada 1.5 %
10 Nigeria 2.8 % Canada 1.6 % Mexico 1.4 % UK 1.4 % UK 1.4 %

Fig. 10.The estimated temperature perturbation based on AGTP by different species due to EDGAR 2008 emissions. “Synthetic” represents
the mainly halogenated hydrocarbons in the Kyoto and Montreal Protocols.

and the ATTICA assessment (Fuglestvedt et al., 2010). The
parameters used in the metrics presented here can be found
in Forster et al. (2007); Fuglestvedt et al. (2010).

The IRF for CO2 is based on the Bern Carbon Cycle Model
(Joos et al., 2001) as reported in Forster et al. (2007), and a
recent model intercomparison shows that the Bern model is
likely to be close to the model mean (Joos et al., 2013, Fig. 1).
The IRF for temperature is based on the Hadley CM3 climate
model (Boucher and Reddy, 2008), and a recent model com-
parison shows that the Hadley IRF lies within the 5–95 %
range in a model intercomparison (Olivié and Peters, 2012).
The remaining RE and lifetimes for the long-lived green-
house gases are from Forster et al. (2007), for BC, OC, direct
SO2, contrail, and aircraft induced cirrus from Fuglestvedt et
al. (2010). The parameters for aircraft NOx are from Steven-
son et al. (2004), for surface NOx the global run from Wild et
al. (2001), for shipping NOx from Fuglestvedt et al. (2008),

for CO from Derwent et al. (2001), and for VOC from Collins
et al. (2002), as given by Fuglestvedt et al. (2010). Since
Collins et al. (2002) give the metric parameterizations for
VOC per unit C and not VOC, the emissions from EDGAR
have been multiplied with a factor of 0.6 (IPCC, 2006). The
metric values for NH3 are based on Shindell et al. (2009).
The BC parameterisation here does not consider the impact
of BC in snow (see Sect.2.3.3). An overview of species in-
cluded and references used is given in Table 3.

The aerosol indirect effect (AIE) is normally applied in the
metrics by scaling it relative to the direct (sulfate) aerosol
effect. The scaling is obtained using globally averaged cen-
tral estimate values and is crudely set to 1.5–2, as the AIE is
larger than the direct aerosol effect. The direct aerosol effect
and indirect aerosol effect have radiative forcings of about
−0.5 and−0.7 W m−2, respectively (Forster et al., 2007).
However, many different aerosols can lead to the AIE, and
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it is currently not possible to attribute the total AIE to the
various types of aerosols. Our default case is to assume the
AIE is entirely due to SO2. We have scaled AIE in shipping
as the indirect effect of SO2 given by the average of Lauer et
al. (2007), which scales AIE to be 830 % of the direct effect.
For all other sectors, the AIE can be estimated to be about
175 % of the direct effect of SO2 (Forster et al., 2007). We
have also tested a variety of other cases to see how the AIE
may vary if it is due to a mix of aerosols. In one case, we
based the AIE on a mix of BC (10 %), OC (30 %) and SO2
(60 %) to test the robustness of the ranking given the ranges
for AIE. The ranking of sectors for global emissions differs
little between the parameterisations, and these variations are
only observed for the shortest time horizons.

6.2 Metric values as a function of time horizon

The GWP, GTP and iGTP values for a range of pollutants are
shown in Fig. 8 based on equations in Sects.3.1.2, 3.1.3and
3.1.4. The metric values for a few selected time horizons are
available in Forster et al. (2007) and Fuglestvedt et al. (2010).
Since both GWP and iGTP integrate the effects over time,
both these metrics integrate all of the climate effects that oc-
curred at previous times, while the GTP puts less weight on
the RF at earlier times as the ocean modulates the transport
of energy radiated back to space. GTP is an end-point met-
ric that only looks at the climate system at a specific time.
As shown in earlier work, there is a similarity between the
GWP and iGTP, but neither is similar to the GTP (Peters et
al., 2011a). The GTP values are generally lower for the same
time horizon. Organic carbon (OC) and SO2 have negative
RF and, hence, negative metric values for all times. NOx has
a net value that is initially positive and, then, change sign
as different responses take effect. Almost all species become
less important with time relative to CO2, with the exception
of N2O and other LLGHGs with similar or longer lifetimes.
For N2O, it takes about 50 yr before its GTP value begins to
decrease.

It is also possible to have metrics with a variable time hori-
zon, where the evaluation year (TE) is fixed and the time
horizon is reduced as the evaluation year is approaching,
TH(t) = TE-t (Shine et al., 2007). Metrics with such a vari-
able time horizon can be visualised as the mirror image of
Fig. 8 (along the time horizon axis), also see Fig. 1 in Shine
et al. (2007). As the evaluation year is approached, the met-
ric values of species with lifetimes similar to CH4 and shorter
increase. For the other LLGHGs, the metric values are rather
constant throughout the period.

6.3 Ranking of countries by total emissions using
different metrics

Figure 9 shows the CO2-equivalent emissions for global
emissions in 2008, including both SLCFs and LLGHGs,
and using different emission metrics. The importance of the

Table 5. The share of methane relative to the total emissions for
top ten emitters when using different emission metrics. Due to the
strong negative climate response (cooling) of SLCFs in some coun-
tries, the shares of CH4 can be greater than 100 % for some metrics
with short time horizons. This is not due to CH4 dominating the to-
tal climate impact, but due to cancelation effects between warming
and cooling effects (see Fig. 10). For China, there is a net cooling
for GWP20; thus, a methane share is not available.

Share of
methane
for countries GWP20 GWP100 GTP20 GTP50 GTP100

China N/A 29.7 % 51.2 % 10.2 % 3.4 %
US 31.7 % 10.8 % 21.7 % 5.1 % 1.7 %
Russia 91.6 % 28.5 % 48.8 % 12.9 % 4.4 %
India 182.2 % 41.2 % 62.8 % 17.2 % 6.1 %
Indonesia 39.7 % 13.9 % 26.7 % 6.6 % 2.2 %
Japan 16.3 % 4.1 % 8.7 % 1.8 % 0.6 %
Brazil 72.7 % 35.9 % 56.2 % 19.1 % 7.1 %
Germany 22.5 % 7.3 % 15.4 % 3.4 % 1.1 %
Canada 111.5 % 22.9 % 41.1 % 9.5 % 3.2 %
UK 35.0 % 12.4 % 25.1 % 5.9 % 1.9 %

SLCFs decreases with increasing time horizon and their rel-
ative contributions are small when using a GTP with a 100 yr
time horizon. CO2 dominates the metric weighted emissions
in all cases, even when GTP20 is used. For the shortest time
horizons, the effect of the sum of SO2 and AIE can be larger
than the effect of CO2.

In Table 4, we rank countries according to climate impact
by using different emission metrics. There are few changes in
ranking with the use of different emission metrics since CO2
emissions dominate the total climate response, with the ex-
ception of GWP20. The relative share of global emissions
attributed to individual countries can differ; China’s share
of global emissions varies between 17 and 21 % using the
GWP100 and GTP100, while China’s share is negligible for
GWP20. A key reason for the differences using a GWP20
is that the metric values of SLCFs change rapidly for small
times; for instance, the cooling from SO2 and AIE is signif-
icant with GWP20 and SO2 emissions vary significantly be-
tween countries. The top ten emitters are almost independent
of the metric, with the exception of GWP20.

Within each country, the relative weights of SLCFs and
LLGHGs can change significantly with different metrics. Ta-
ble 5 shows the relative share of CH4 in the total emis-
sions using different emission metrics for the top ten emit-
ters (as for GWP100). The share attributed to methane de-
creases with time horizon, as CH4 has a much shorter re-
sponse time than CO2. Many developing countries have rel-
ative large CH4 emissions and are particularly affected by
changing metrics. Using a GWP100, CH4 represents about
36 and 41 % of the total emissions in Brazil and India, respec-
tively, but this increases to about 56 and 63 % with GTP20.
China and the Russian Federation have 30 and 29 % allocated
to CH4 for a GWP100, but increasing to 51 and 49 % with
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Fig. 11.The estimated temperature perturbation based on AGTP for different sectors due to EDGAR 2008 emissions. The net result (sum of
all sectors) is found Fig.10.
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Fig. 12.The estimated temperature perturbation based on AGTP 50 yr after EDGAR 2008 emission for different sectors. For a shorter time
horizon, the non-CO2 effects will be relative larger compared to CO2. “Synthetic” represents the mainly halogenated hydrocarbons in the
Kyoto and Montreal Protocols. BC and OC emissions from biomass burning are not included.

GTP20. The contribution of CH4 is largest for GWP20 due
to the shorter perturbation lifetime of CH4, and for GWP20
the contribution of CH4 can be greater than 100 % due to
the presence of SLCFs with cooling effects. Thus, changing
emission metric may have a significant impact on the dis-

tribution of emissions allocated to each country, and conse-
quently, this may have significant effects on calculated miti-
gation costs and ranking of measures.
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6.4 Application of metrics to sectorial and regional
emissions

Figure 10 shows the estimated temperature perturbation
based on time dependent AGTP as calculated by Eq. (49) for
pulse and sustained emissions of EDGAR year 2008 accord-
ing to species for China, the USA and globally. The sustained
emission scenario assumes constant 2008 emissions into the
future, and we further assume – consistent with the applica-
tion of metrics (to compare GHGs) – that this does not affect
the background concentration. While the SLCFs are impor-
tant for the temperature perturbation in the first years after a
pulse emission, CO2 dominates in the long run, which is due
to long response time for CO2. In general, the climate impact
is governed by species with strong, but short-lived impact
and weak, but long-lived impacts. In the sustained emission
case, the emissions continue into the atmosphere indefinitely;
hence, the temperature perturbation from SLCFs is not re-
duced as time increases, but instead reaches approximately
a steady-state. However, the concentration of CO2 increases
with time as it does not decay to zero and, thus, accumu-
lates in the atmosphere, leading to a near linear increase in
the temperature perturbation from CO2 emissions. The dif-
ferences between countries are rather small.

The same estimated temperature perturbation is divided
according to sectors in Fig. 11. Instantaneous pulse emis-
sions for 2008 emissions from all sectors give rise to warm-
ing, with the exception of cooling from the energy and indus-
try sectors in the first 5–20 yr and a small cooling from ship-
ping in the first 40 yr. The cooling is due to emissions of SO2
and is more persistent in China due to the higher emissions of
SO2 relative to CO2. If we exclude the AIE, the cooling oc-
curs only in the first 5 yr for the energy and industry sectors
and between year 10 and 30 for shipping. In the long run, the
energy and industry sectors have the largest perturbation for
both pulse and sustained emissions, as CO2 dominates over
the cooling components. Only the shipping sector has a con-
tinuous negative contribution in the sustained case; however,
note that this assumes no changes in emissions or technology
into the future.

While Figs. 10 and 11 consider emissions by species and
sector separately as a function of time; Fig. 12 shows the
contribution of the different sectors by species after 50 yr for
China, USA, EU and the World. Globally, the largest sectors
according to AGTP50 are energy , industry, biomass burn-
ing and road transportation. CO2 has overall the largest im-
pact, while CH4 dominates the sectors animal husbandry and
waste and N2O dominates agriculture. Emissions of synthetic
gases come mainly from the industry sector.

7 Conclusions

We have presented the parameterisations and analytical
expressions of radiative forcing, integrated radiative forc-
ing, temperature and integrated temperature change in
both absolute and normalised forms for three types of
species: (1) species with a simple exponential decay (e.g.,
CH4), (2) CO2 which has a complex decay over time, and 3)
ozone precursors (e.g., NOx, CO, VOC). Since the purpose of
using metrics differs depending on context and the questions
being addressed, different metrics and time horizons may be
preferable for different applications. We have discussed key
issues and assumptions in the various parameterisations, par-
ticularly in relation to deriving Impulse Response Functions,
radiative efficiencies, lifetimes, and a range of indirect ef-
fects. Finally, we applied the metrics in a variety of different
applications to show the importance of metrics and the re-
lated choices in policy-relevant applications, such as ranking
of emissions from countries, sectors and different species.
We have focused on simple reduced form emission metrics
based on simple analytical expressions with parameters de-
rived from more complex models. There are a range of alter-
native approaches to develop emission metrics that include
more detailed representations of the climate or economic sys-
tem. The sample applications show that CO2 is important re-
gardless of what metric and time horizon is used, but that the
importance of SLCFs varies greatly depending on the metric
used. The ranking of the top ten countries by emissions varies
little with different metrics (except for GWP20). We hope
that this document acts as a valuable documentation for fu-
ture metrics calculations, comparisons, further development
and will be useful for various applications.
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Kupiainen, K., Ḧoglund-Isaksson, L., Emberson, L., Streets, D.,
Ramanathan, V., Hicks, K., Oanh, N. T. K., Milly, G., Williams,
M., Demkine, V., and Fowler, D.: Simultaneously mitigating
near-term climate change and improving human health and food
security, Science, 335, 183–189,doi:10.1126/science.1210026,
2012.

Shine, K. P.: The global warming potential – the need for an inter-
disciplinary retrail, Climatic Change, 96, 467–472, 2009.

Shine, K. P., Berntsen, T. K., Fuglestvedt, J. S., and Sausen, R.:
Scientific issues in the design of metrics for inclusion of oxides
of nitrogen in global climate agreements, Proc. Natl. Acad. Sci.
USA, 102, 15768–15773,doi:10.1073/pnas.0506865102, 2005a.

Shine, K. P., Fuglestvedt, J. S., Hailemariam, K., and Stuber, N.: Al-
ternatives to the global warming potential for comparing climate
impacts of emissions of greenhouse gases, Climatic Change, 68,
281–302,doi:10.1007/s10584-005-1146-9, 2005b.

Shine, K. P., Berntsen, T., Fuglestvedt, J. S., Stuber, N., and Skeie,
R. B.: Comparing the climate effect of emissions of short and
long lived climate agents, Philos. Trans. Roy. Soc. A, 365, 1903–
1914, 2007.

Skeie, R. B., Berntsen, T. K., Myhre, G., Tanaka, K., Kvalevåg, M.
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