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Abstract. Optimality concepts related to energy and entropy have long been proposed to govern Earth sys-
tem processes, for instance in the form of propositions that certain processes maximize or minimize entropy
production. These concepts, however, remain quite obscure, seem contradictory to each other, and have so far
been mostly disregarded. This review aims to clarify the role of thermodynamics and optimality in Earth sys-
tem science by showing that they play a central role in how, and how much, work can be derived from solar
forcing and that this imposes a major constraint on the dynamics of dissipative structures of the Earth system.
This is, however, not as simple as it may sound. It requires a consistent formulation of Earth system processes in
thermodynamic terms, including their linkages and interactions. Thermodynamics then constrains the ability of
the Earth system to derive work and generate free energy from solar radiative forcing, which limits the ability to
maintain motion, mass transport, geochemical cycling, and biotic activity. It thus limits directly the generation of
atmospheric motion and other processes indirectly through their need for transport. I demonstrate the application
of this thermodynamic Earth system view by deriving first-order estimates associated with atmospheric motion,
hydrologic cycling, and terrestrial productivity that agree very well with observations. This supports the notion
that the emergent simplicity and predictability inherent in observed climatological variations can be attributed
to these processes working as hard as they can, reflecting thermodynamic limits directly or indirectly. I discuss
how this thermodynamic interpretation is consistent with established theoretical concepts in the respective dis-
ciplines, interpret other optimality concepts in light of this thermodynamic Earth system view, and describe its
utility for Earth system science.

1 Introduction

The Earth system is an incredibly complex system, with
many processes interacting with each other, from the small
and local scale up to the planetary scale. With human activ-
ity playing an increasing role, it appears that the system be-
comes even more complicated. This may seem to make the
Earth a highly unpredictable and chaotic system, with arbi-
trary evolutionary directions and outcomes. It would seem
that the only contribution from physics to constrain the dy-
namics of this complex system comes from the basic conser-
vation laws, as these provide the accounting basis for energy,
mass, and momentum as well as other conserved quantities.

Yet, on the other hand, we observe various forms of rela-
tively simple emergent patterns in the Earth system that re-

flect highly predictable outcomes. Such emergent simplic-
ity is, for instance, reflected in highly predictable seasonal
and geographic variations of temperature and precipitation
that have led to climate classifications (e.g. Koeppen, 1900),
in typical surface energy balance partitioning and associated
hydrologic classification schemes, such as the aridity index
of Budyko (1974) that can be used to describe clear and pre-
dictable changes in partitioning with increasing aridity, and
in the well-documented variation of terrestrial biomes along
gradients in climate (e.g. von Humboldt, 1845; Holdridge,
1947; Whittaker, 1962; Prentice et al., 1992). How does this
simplicity emerge from the dynamics of such a complex sys-
tem? It would seem that there are further constraints at play
when it comes to such predictable aspects of the Earth sys-
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tem. Are these constraints arbitrary, too specific to the exam-
ple being considered, or do they result from further physical
constraints that are currently not the focus of our attention?

The aim of this review is to demonstrate that it is thermo-
dynamics which sets an additional highly relevant constraint
on the dynamics of the Earth system. This additional con-
straint is based on the explicit consideration of entropy and
the second law of thermodynamics. Entropy is a key ther-
modynamic concept that describes, loosely speaking, how
dispersed energy is at the microscopic scale of atoms and
molecules (e.g. Atkins and de Paula, 2010). At this micro-
scopic scale, energy is quantized and distributed over a dis-
crete number of states. It is through the introduction of en-
tropy and its maximization that the microscopic distribution
of energy is linked to macroscopic variables, such as temper-
ature, density, and concentrations, that are commonly used to
describe Earth system processes. Its central importance con-
cerns two aspects: first, it provides a fundamental direction
for energy conversions towards higher entropy and second, it
sets hard limits to the magnitude of conversions, as reflected
by the well-established Carnot limit. Every time energy is
being converted on Earth, for instance, from solar radiation
to heat upon absorption, or from heat to kinetic energy when
motion is generated, overall, entropy can only stay the same
or increase, imposing a constraint known as the second law
of thermodynamics.

The extent to which Earth system processes increase en-
tropy is described by their rates of entropy production. Taken
together with the entropy exchange by radiation, these then
yield entropy budgets in which the entropy exchange due to
radiation is balanced by the various contributions to the en-
tropy production within the system. Such entropy budgets
have been estimated for the Earth system for already quite
some time (e.g. Aoki, 1983; Peixoto et al., 1991; Li et al.,
1994; Goody, 2000; Raymond, 2013), with tools being avail-
able to diagnose these (e.g. Lembo et al., 2019). How is the
second law reflected in these budgets? Figure 1 provides an
illustration of the major contributions to this budget. Solar
radiation is emitted by the Sun at a very high temperature,
with relatively short wavelengths in the visible light. In the
Earth’s orbit, this radiative flux is confined to a narrow solid
angle; that is, it covers only a small fraction of the sky. When
absorbed and re-emitted, this takes place at a much colder
temperature, and the radiative flux covers a much wider solid
angle. This constitutes by far the largest contribution to the
entropy budget: the conversion of low-entropy solar radiation
emitted by the hot Sun into high-entropy terrestrial radiation
emitted by the cold Earth. This observation was, in fact, al-
ready noted by Boltzmann (1886).

To understand how the second law can impose a constraint
on the dynamics of the Earth system, we need to look a little
closer into how this entropy is being produced. When so-
lar radiation is absorbed, the electromagnetic wave interacts
with electrons or molecules with an uneven charge distribu-
tion. The energy associated with the electromagnetic wave

gets absorbed, raising these charged particles into excited
states. When these excited states decay, this typically takes
place through a sequence of intermediate states, thereby
emitting more photons, each representing less energy, de-
grading energy to levels of the kinetic temperature of the en-
vironment. This decay is referred to as thermalization (see
Thermalization box in Fig. 1): solar radiation turns to elec-
tric energy and further into the random motion of particles
we describe as temperature. This produces by far the most
entropy in the Earth system because of the huge temperature
difference between the emission temperature of the Sun and
the temperature at which solar radiation is absorbed by the
Earth surface. There is some further degradation as the radi-
ation that is emitted from the surface is re-absorbed by the
atmosphere at an even lower temperature, which results in
further entropy production, but at a much smaller magnitude
(see Radiative transfer box in Fig. 1).

There are, however, alternative pathways by which entropy
is not being produced right away. These are shown by the
yellow boxes in Fig. 1 and describe processes that generate
“free” energy, energy that can perform work and produces
entropy when this energy is converted into heat by dissipa-
tive processes. This is the case when atmospheric motion is
generated in the form of kinetic energy by a heat engine. This
energy is then dissipated into heat by friction, producing en-
tropy. On Earth, this involves low temperature differences,
so this contribution to the entropy budget is much smaller
than the contribution by thermalization. There are two fur-
ther means to generate free energy directly from solar ra-
diation before it is thermalized, photosynthesis and photo-
voltaics (Fig. 1). Photosynthesis uses the electrons excited by
the absorption of solar radiation before they are thermalized
to produce free energy and incorporates it into carbohydrates,
which are then dissipated by metabolic activities associated
with life. Photovoltaics is different in the sense that it exports
the excited electrons right away and delivers free energy in
the form of electricity that is dissipated into heat when con-
sumed by human activities. Entropy is thus at the very core
of how these processes generate free energy to drive dissipa-
tive activities of Earth system processes, no matter if these
are physical, biological, or technical in their nature.

How does the constraint imposed by the second law play
out? A series of publications consider the role of the sec-
ond law in climate science (Ozawa et al., 2003; Singh and
O’Neill, 2022) and ecology (Chapman et al., 2016; Vallino
and Algar, 2016; Nielsen et al., 2020) and relate it to ther-
modynamic limits or optimality approaches, such as the pro-
posed hypothesis of maximum entropy production (MEP, e.g.
Paltridge, 1975; Lorenz et al., 2001; Kleidon, 2004), max-
imum power (e.g. Lotka, 1922a, b; Odum and Pinkerton,
1955; Kleidon and Renner, 2013a), minimum entropy pro-
duction (e.g. Prigogine, 1955; Essex, 1984), minimum dis-
sipation (e.g. West et al., 1997, 1999), and energy expendi-
ture (e.g. Rinaldo et al., 1992, 1996; Rodriguez-Iturbe and
Rinaldo, 1997). While maximization and minimization seem
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rather contrary to each other, all of these propositions are
related to each other. In the climatological mean, power bal-
ances dissipation. When dissipation releases heat at a certain
temperature, this results in entropy production. Hence, the
notions of maximizing power, dissipation, and entropy pro-
duction are very closely related. On the other hand, the max-
imum power transfer theorem in electrical engineering states
that maximum power can be extracted from the power source
by minimizing dissipation within the source. So maximiza-
tion and minimization may simply reflect different sides of
the same coin, depending on which process one chooses to
look at within the system of interest.

However, applications of these principles have typically
been to specific systems, and it is yet unresolved how gen-
eral such proposed optimality approaches are. The main ap-
plication of MEP in climate science has been to atmospheric
heat transport (Paltridge, 1975; Lorenz et al., 2001), while
applications to other fields, such as hydrology, have remained
at the conceptual (Kleidon and Schymanski, 2008) or semi-
empirical level (Lin, 2010; Zehe et al., 2013). The theoretical
basis for MEP that was developed by Dewar (2003, 2005a, b)
has been criticized (Grinstein and Linsker, 2007; Bruers,
2007), while applications to atmospheric motion have been
criticized by Goody (2007), for instance, for neglecting the
role of planetary rotation rate on atmospheric motion. This
raises a range of questions: is the success of previous ap-
plications merely coincidental? What are the conditions that
are necessary for such extremum principles to apply? What
would be the associated dynamics and feedbacks that re-
sult in maximization (or minimization)? How can these ap-
proaches help us to better understand the functioning of the
Earth system, particularly for conditions where less infor-
mation is available (e.g. past or future conditions of the
Earth)? And, finally, can we link the emergence of simple,
predictable patterns in the climatological mean to processes
evolving to and operating at such limits and thermodynami-
cally optimal states?

This review aims to clarify the applicability of such ex-
tremum principles in Earth system science and show that
thermodynamics indeed strongly constrains the functioning
of the Earth system. In doing so, it will favour specific view-
points instead of providing an unbiased overview of the field.
In the author’s view, this bias has the advantage of providing
a consistent picture of how thermodynamics and optimality
applies to the whole Earth system that can resolve some of
the seeming contradictions, it has the power to provide first-
order estimates of its processes and its characteristics, and it
can be linked to existing theories to show where thermody-
namics can provide additional information and constraints.
This can then serve as a basis for future discussions on the
applicability of thermodynamic optimality in Earth system
science and provide perspective on its relevance. In particu-
lar, this review focuses on work and power rather than en-
tropy production and on the application of the maximum
power limit to the generation of atmospheric motion rather

than each and every process. Since motion and its frictional
dissipation are intimately linked to mass exchange, the inten-
sity of hydrologic cycling and of biotic activity is shaped by
this constraint as well, albeit indirectly. This, then, results in
the simplicity of emergent climatological patterns and asso-
ciated optimal functioning. It suggests a more differentiated
picture than the simple maximization of entropy production
of a certain process. On the one hand, thermodynamics and
maximization is very powerful in predicting a range of clima-
tological patterns. On the other, the application of maximum
power is quite specific to the setting of how atmospheric mo-
tion is generated, so this case of maximization cannot be eas-
ily generalized to other Earth system processes. Simultane-
ously, it emphasizes the utility of viewing the Earth system in
terms of the processes that derive free energy from sunlight
that then allow work to be maintained within the system. The
further conversions of this energy into other forms may then
also be subjected to certain optimality approaches in energy
conversion sequences.

To describe this rather different approach of the Earth as
a system at work and as one that builds on a thermodynamic
foundation requires three major components: (i) the concept
of free energy, energy that results from work being done and
that is free of entropy; (ii) the inclusion of the consequences
of the dynamics, as these alter the boundary conditions un-
der which free energy is generated; and (iii) optimality and
resulting simplicity in climatological patterns being related
primarily to the maximum power associated with the genera-
tion of motion and transport. This then results in a hierarchi-
cal view of the Earth system that is driven by the low-entropy
solar energy input, from which free energy can be generated
by only a few mechanisms (yellow boxes in Fig. 2). This
drives sequences of further energy conversions and associ-
ated dynamics, which then feed back to the boundary condi-
tions by transporting heat and changing rates, material prop-
erties, or radiative conditions. This picture of the Earth sys-
tem is certainly more complex than simply stating that sys-
tems maximize or minimize some thermodynamic aspect. It
nevertheless allows for a relatively simple way to be rep-
resented mathematically; it can be quantified, compared to
observations, and thus supported. We can then draw conclu-
sions from it regarding the role of thermodynamic constraints
and how these relate to optimality in the Earth system.

In the following, I first provide some basics of thermody-
namics in Sect. 2 that are less common but central to the ther-
modynamic description of the Earth system. These include a
description of the three forms of entropy which are obtained
from the scaling of energy quanta in quantum physics (rather
than just thermal entropy, which is central to classical ther-
modynamics), a definition of free energy that is somewhat
different than the concept of Gibbs (or Helmholtz) free en-
ergy in classical thermodynamics, and a general derivation
of thermodynamic limits from the first and second laws of
thermodynamics. In Sect. 3, I will then describe how ther-
modynamics constrains Earth system processes directly or
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Figure 1. Schematic diagram illustrating the main thermodynamic setting of the whole planet. Energy is degraded and entropy is increased
as solar radiation is converted into different forms of energy and entropy by Earth system processes and eventually is emitted to space as
terrestrial radiation at much longer wavelengths. For the dynamics of the Earth system, it makes a large difference whether this entropy
increase involves the generation of free energy, energy able to perform work (yellow boxes: heat engines, photosynthesis, and photovoltaics)
or not (white boxes: thermalization and radiative transfer). Earth image: NASA.

indirectly by describing applications to atmospheric motion,
hydrologic cycling, and the productivity of the terrestrial bio-
sphere. For each of the examples, I will first describe the ex-
amples in thermodynamic terms, describe how they relate to
optimality, derive simple estimates, link these to established
concepts in their respective fields, and then relate these exam-
ples back to the general picture shown in Fig. 2. In Sect. 4,
I then describe some limitations and potential future exten-
sions, place previously proposed thermodynamic optimality
approaches into the thermodynamic Earth system view de-
scribed here, and discuss potential applications of this ap-
proach to do simple physics-based Earth system science. I
close with a brief summary and conclusions.

2 Thermodynamics and Earth system functioning:
what is missing?

All energy conversions within the Earth system are governed
by the laws of thermodynamics. The first law of thermody-
namics states that energy is overall conserved when it is con-
verted from one form into another, while the second law re-
quires that, overall, entropy can only remain the same or in-
crease when energy is converted, although this increase may
take place outside the system when a non-isolated system is
considered. Taken together, these laws set the limit to how
much work can at best be derived from an energy source. A
state of maximum entropy defines a reference point in ther-
modynamics which corresponds to a state of thermodynamic
equilibrium, a state from which no work can be derived. All
of this is well-established textbook knowledge.

So, what components are missing when we want to apply
thermodynamics and optimality to Earth system science? In
this section, I describe a few components that are less com-
monly known but essential for describing a full picture of the
Earth as a thermodynamic system. This includes more gen-
eral definitions of entropy and free energy that go beyond
heat, a more general derivation of limits that goes beyond
specific thermodynamic cycles and is solely based on the
laws of thermodynamics, and interactions with the boundary
conditions at those limits.

Historically, the laws of thermodynamics were developed
in the 19th century around the time of steam engines and
the onset of industrialization, focusing on the energy con-
versions related to heat, or thermal energy, and mechanical
work. Boltzmann’s statistical interpretation of entropy in the
latter part of the 19th century formed the basis to extend the
concept of entropy to other forms of energy beyond heat,
prominently reflected in Planck’s theoretical derivation of
the radiation laws. This, in turn, has led to the revolution of
quantum physics at the onset of the 20th century. This has
generalized the applicability of the laws of thermodynamics
beyond the conversions of heat into mechanical work to all
forms of conversion of energy into work. This is relevant to
the Earth system because its primary forcing, solar radiation,
is an energy source of very low entropy that does not come
in the form of heat but in the form of electromagnetic waves.
This is captured by the entropy of radiation rather than heat,
a concept that, while well established, is much less present
in common climatology textbooks. Hence, the notion of en-
tropy and the laws of thermodynamics apply to far more en-
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Figure 2. A hierarchical view of the Earth system in which thermodynamics constrains the processes that generate free energy from low-
entropy sunlight (yellow boxes) that then fuels the dissipative dynamics of Earth system processes. Effects (dotted lines) of these processes
feed back to the thermodynamic boundary conditions by transporting heat and changing radiative or material properties. Updated after
Kleidon (2010, 2012, 2016).

ergy conversions than simply to the conversion of heat into
mechanical work (in fact, it would therefore be more appro-
priate to refer to the energetics of the Earth system rather
than its thermodynamics).

The question of how dynamics then form in the Earth sys-
tem is related primarily to how work can be derived from so-
lar forcing. Solar forcing represents an energy source of very
low entropy as it is in thermodynamic disequilibrium with
the thermal conditions of the Earth system. From this dise-
quilibrium, work is derived which sustains the dynamics of
Earth system processes before this energy is dissipated and
degrades to higher entropy. Essentially all Earth system pro-
cesses, such as atmospheric motion, flows and transport pro-
cesses, chemical transformations, metabolic activities, and
socioeconomic activities of human societies, are sustained by
work being done and reflect thermodynamic disequilibrium
in different forms. Interior processes within the Earth per-
form work but with much lower magnitude, so they are omit-
ted here (but see, e.g. Dyke et al., 2011, for an application).
Thermodynamics and optimality of Earth system processes
thus are intimately related to the question of how much work
can be derived from solar forcing.

In the following, the concepts just mentioned are described
in greater detail as they are typically not treated in textbooks
of classical thermodynamics or Earth system science. The
description is aimed at a general level for a broader read-
ership. For a fuller and more detailed description, I refer
the reader to textbooks in non-equilibrium thermodynamics
(Kondepudi and Prigogine, 1998), literature on radiation en-
tropy (Landsberg and Tonge, 1979; Kabelac, 1994; Wu and

Liu, 2010), and the application of these concepts to Earth
system science (Kleidon, 2016).

2.1 Three forms of entropy

Entropy is one of the key concepts in thermodynamics. Its
meaning has evolved during the formulation of thermody-
namics in the 19th century, and with the advent of quan-
tum physics its meaning has extended well beyond the ini-
tial scope within classical thermodynamics. This extension
is important when we describe the thermodynamics of the
whole Earth system because some processes, like photosyn-
thesis and photovoltaics, use solar radiation as a low-entropy
energy source that does not involve heat but use radiation di-
rectly and thereby avoid its thermalization.

Originally, entropy was introduced in thermodynamics by
Clausius, expressing a change of entropy as a change in
heat divided by the temperature at which it is added or re-
moved. The concept of entropy obtained a mechanistic inter-
pretation when Boltzmann developed his kinetic gas theory
in which he interpreted entropy as the probability for dis-
tributing a given amount of energy, represented by discrete
amounts or quanta, across different states of a certain num-
ber of molecules. A state of maximum entropy then becomes
the most probable macroscopic state of the gas. Planck ex-
tended this approach to radiation by introducing photons as
the carriers of discrete quanta of energy in electromagnetic
waves. He then used maximum entropy to derive radiation
laws. The success of this approach set the basis for the revo-
lution in physics at the onset of the 20th century and led to the
development of quantum physics, with the well-established
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Figure 3. Schematic diagram illustrating three types of entropy that
follow from the quantization of energy and that are relevant to Earth
system processes. Energy is quantized and distributed over a dis-
crete number of states at the scale of atoms and molecules (on the
left). The associated scaling to variables in classical physics (on the
right) is done by assuming maximum entropy. Depending on where
the energy is stored at the microscopic scale, there are three differ-
ent forms of entropy associated with energy being distributed over
photons, electrons, and molecules. After Kleidon (2016).

notion that energy at the molecular scale comes in discrete,
quantized amounts. This broadened the role of entropy as it
applies to forms of energy well beyond heat and thus beyond
the scope of classical thermodynamics. Entropy in physics
thus originates from the quantization of energy at the molec-
ular scale.

When we deal with physical variables that characterize
Earth system processes, we do not want to deal with the mi-
croscopic details of how energy is distributed at the molecu-
lar scale. This is where entropy comes into play (Fig. 3). For-
mally, entropy is defined as a macroscopic variable that de-
scribes the probability of distributing a given amount of en-
ergy (hence, a certain number of quanta) over a certain num-
ber of quantum states. Since both are discrete, they can be
counted, and hence, this defines a probability. This probabil-
ity is given by Boltzmann’s famous equation, S = kb logW :
entropy S is directly proportional to the logarithm of this
probability W , with the proportionality described by the
Boltzmann constant, kb, a fundamental constant in physics.
The state of thermodynamic equilibrium is then the state with
maximum entropy, which simply means the most probable
distribution of energy at the microscopic scale. From this
state of maximum entropy, macroscopic variables such as
temperature or pressure can then be derived. Note that Boltz-
mann’s expression is sometimes also used to define infor-
mation entropy. This concept, however, is not related to the
distribution of energy at the microscopic scale of quantum
physics and is outside the scope of this paper.

A critical point to recognize is that when we deal with
Earth system processes, we do not just deal with heat and
Boltzmann’s application of entropy to an ideal gas. Entropy
also applies to energy distributions associated with pho-

tons and electrons, yielding three distinct forms of entropy
(Fig. 3): radiation entropy, molar entropy, and the more com-
mon form of thermal entropy. Radiative processes are asso-
ciated with distributing energy quanta in the form of pho-
tons with different frequencies, with the blackbody spectrum
representing the distribution at thermodynamic equilibrium.
Phase transitions and chemical conversions alter the energy
levels of electrons in atoms and molecules, thereby yield-
ing different values of specific molar entropies of substances.
Processes dealing with heat and pressure are associated with
energy quanta being distributed over different vibrational,
rotational, or translational modes of molecules associated
with heat. These three forms of entropy are at thermody-
namic equilibrium associated with the different distribution
functions in statistical physics: the Bose–Einstein statistics
for photons, the Fermi–Dirac statistics for electrons, and the
Maxwell–Boltzmann statistics for random molecular motion.

This distinction between different forms of entropy is hid-
den in assumptions that are implicitly made when describ-
ing the conversion of the energy contained in solar radiation
by Earth system processes. When solar radiation is absorbed
and heats the surface, it is not just the energy that changes
its form from radiative to thermal energy. Also, the entropy
changes its form from entropy representing how photons are
being distributed over wavelengths (radiative entropy) to how
energy is distributed over the random vibrations and mo-
tions of molecules (thermal entropy). The second law of ther-
modynamics nevertheless applies. We usually do not rec-
ognize these changes in the forms because local thermody-
namic equilibrium is commonly assumed during the conver-
sion. When the Stefan–Boltzmann law is used to calculate the
emission of radiation from a surface, it implicitly assumes
thermodynamic equilibrium between the kinetic temperature
of the surface associated with random vibrations and motion
of molecules and the spectral composition of the emitted ra-
diation.

The relevance of this distinction becomes clearer when we
focus on how much work can be derived from converting
solar radiation (see Fig. 1). There, it makes a substantial dif-
ference if solar radiation is first thermalized and turned into
heat after it has been absorbed and then into work (as is the
case for a heat engine) or if it is used to change electronic
states in photochemical or photovoltaic conversions, generat-
ing chemical or electric energy before it turns into heat (as are
the cases for photosynthesis and human-made photovoltaic
technology). The latter conversions can derive substantially
more work from the solar energy source than the former. We
will get back to this important difference further below.

2.2 From energy to free energy

The ability to perform work is closely connected to the
term free energy. Free energy is commonly associated with
a somewhat narrower definition and specific expressions in
thermodynamics, such as those for the Helmholtz or Gibbs
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free energy. Yet, when we think of it more broadly, it refers
to energy that results from work being performed. Examples
within the Earth system include the work done by accelera-
tion to maintain motion against friction and the work of lift-
ing water vapour against gravity that maintains hydrologic
cycling. This work results in free energy being generated,
which can then be converted into other forms of free energy.
In the two examples, free energy is the kinetic energy of mo-
tion and the potential energy of water at a certain height.

A more general definition of free energy is that it repre-
sents energy at the macroscopic scale that has no entropy
associated with it. This notion of free energy links closely
to the term “exergy” that is used in some engineering litera-
ture (e.g. Rant, 1956; Petela, 1964; Bejan, 2002; Rosen and
Scott, 2003; Herrmann, 2006; Tailleux, 2013) – free energy
can be seen as consisting only of exergy. Its description as
being free of entropy becomes clearer in the derivation of the
Carnot limit further below (Sect. 2.3). This use of free en-
ergy is consistent with the more common notions of Gibbs
(or Helmholtz) free energy in classical thermodynamics, ex-
cept that we focus here on the difference of the Gibbs (or
Helmholtz) free energy with respect to its minimum. These
provide specific expressions for specific forms of free energy,
but there is no general expression that applies to all forms of
free energy. Free energy applies also to its further conver-
sions that do not directly involve entropy. Examples are the
conversion of kinetic energy of winds to electricity by wind
turbines and the conversion of potential energy of rainwater
into the kinetic energy of river flow. This requires a more
general notion of free energy for its various forms within the
Earth system than its limited definition in classical thermo-
dynamics. The definition is therefore kept at this qualitative
level here.

Thermodynamics and the Earth system context enter here
as they constrain the generation of free energy from solar
radiation. The generation of free energy represents work (or
power, being equal to work over time) using an energy source
of low entropy. The resulting free energy can be converted
further into other forms or it can be dissipated, that is, con-
verted back into heat (or radiation), with a certain entropy
that is typically higher (Fig. 4).

We can express the resulting dynamics in the form of a free
energy budget, with free energy A reflecting the budgeting
of generation G, dissipation D or the conversion into other
forms, Gconv:

dA
dt
=G−D−Gconv. (1)

For instance, the kinetic energy of the atmosphere as a
form of free energy, Ake, is generated out of differential ra-
diative heating and cooling at different temperatures, which
represent energy sources and sinks of different entropies. The
free energy is dissipated by friction (i.e. representing fric-
tional dissipation,D) back into heat at a certain temperature,
thus it gains a certain entropy again, or it is converted further

Figure 4. Schematic diagram illustrating the difference of Earth
system processes that involve free energy from those that do not.
Free energy is generated by work being performed (or power, work
over time) from an energy source with low entropy. This energy
can then be further converted into other forms of free energy (not
shown) or it is dissipated back into heat, which then has higher en-
tropy. This allows us to differentiate processes that merely dissipate
and produce entropy, such as thermalization, diffusion, or radiative
transfer (labelled Path A, like the white boxes of thermalization and
radiative transfer in Fig. 1), from those that involve free energy and
macroscopic dynamics, such as atmospheric motion (labelled Path
B, like the yellow boxes in Fig. 1).

into other forms of free energy (Gconv), for instance, by gen-
erating waves at the ocean surface or by generating electric-
ity when used by wind turbines. Ultimately, these converted
forms of energy eventually end up as heat (or radiation) as
well when they are dissipated. In the end, the energy is emit-
ted into space in the form of terrestrial radiation, with a cer-
tain, higher radiative entropy.

Free energy budgets, as expressed by Eq. (1), are central
to describing the dynamics of Earth system processes. At-
mospheric dynamics are about free energy in kinetic form.
Hydrologic cycling is about free energy in potential form as-
sociated with water at a certain height, which can then be
converted into the kinetic energy of falling raindrops or into
horizontal river flow once it has rained on land. The dynam-
ics of ecosystems are about free energy in chemical form as-
sociated with the carbohydrates that make up biomass. These
all can be formulated in terms of free energy budgets, a con-
cept that is rarely used in Earth system science but that has
the potential to provide a unified description because we deal
with comparable processes and quantities, as well as with
processes where thermodynamics imposes restrictions on the
magnitude and the direction of these conversions. These bud-
gets are very different from energy budgets commonly used
in climatology, as those merely deal with the accounting of
heating and cooling terms in the budgeting of thermal energy.
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It is also not entirely clear how these budgets can be formu-
lated consistently (see, e.g. Tailleux, 2010, regarding the role
of buoyancy for the ocean energy cycle).

We can now link these free energy dynamics back to the
more general thermodynamic concepts of disequilibrium and
entropy production. When free energy is available, it means
that it can be converted back into heat, so it has entropy at-
tached to it. That is, free energy within a system represents
thermodynamic disequilibrium because when it is dissipated,
the added heat results in an increase in entropy in the system.
Hence, the dissipative terms of the free energy dynamics are
closely associated with the intensity of entropy production
that are due to the dynamics within a system. Yet, when fo-
cusing only on entropy production in steady state, one cannot
distinguish whether this entropy was produced by dynamics
that involve free energy (such as motion, labelled Path B in
Fig. 4) or not (such as diffusion, thermalization, or radiative
transfer, labelled Path A in Fig. 4). At the planetary scale,
these two paths are linked to the difference illustrated by the
white and yellow boxes in Fig. 1. We will see that this dis-
tinction is relevant when exploring thermodynamic optimal-
ity principles because it will allow us to understand why and
how a system may evolve to a thermodynamically optimal
state.

2.3 Limits on generating free energy

When we now ask how much free energy can at best be de-
rived from a certain energy source, the laws of thermody-
namics set a firm upper limit. The most common limit is
the Carnot limit of a heat engine, that is, the limit of how
much work, or free energy, can be derived from a heating
source. In textbooks, e.g. the Feynman lectures on physics
or Kondepudi and Prigogine (1998), this limit is typically
derived for a specific thermodynamic cycle, involving differ-
ent steps of expansion and compression. However, the Carnot
limit can, in fact, be derived more generally and more directly
from the first and second laws of thermodynamics in a few
steps, also for a flux-driven system in disequilibrium and also
for energy sources of low entropy other than heat.

The starting point is the first law of thermodynamics. We
consider an energy conversion process such as a conventional
power plant (Fig. 5). This power plant generates heat by com-
bustion of the chemical free energy stored in fossil fuels at a
rate Jin, it converts some of it into electricity at a rate G (or
motion, in case of the internal combustion engine), while an-
other part, the “waste heat flux”, Jout, leaves the power plant,
as can be seen by the plumes emerging from the cooling tow-
ers. The first law requires that in steady state with no changes
in heat content, these energy fluxes are in balance, so

Jin = Jout+G. (2)

Note that G, the generation rate of electricity, represents
the continuous work performed by the system, that is, its
power.

Figure 5. Schematic diagram illustrating how the generation of free
energy is constrained by the first and second law by setting the upper
limit (“Carnot limit”) on performing work, using a power plant as an
example. The first law requires that in the process of generating free
energy,G, the fluxes (symbols in black) in, Jin, and out, Jout, of the
generating system are balanced so that Jin = Jout+G. The second
law requires that the entropy flux out of the system (Jout/Tout, in
blue) is greater than or equal to the entropy flux into the system
(Jin/Tin, in red) so that Jout/Tout ≥ Jin/Tin. At the Carnot limit, the
entropy fluxes in and out of the system balance each other, yielding
the greatest generation rate G.

The second ingredient shaping the upper limit on energy
conversion comes from the entropy budget of the system
and the requirement imposed by the second law. When heat
is added to the system, it is added with a certain tempera-
ture, Tin, which increases the entropy of the system at a rate
Jin/Tin. The waste heat flux removes heat at a different tem-
perature, Tout, so it reduces the entropy of the system at a
rate Jout/Tout. The heat fluxes thus accomplish the entropy
exchange with the surroundings. We consider a steady state
(as in Eq. 2), so we have no changes in heat storage within the
system and hence no change in entropy of the system in time.
The difference between these two entropy exchange fluxes is
balanced by the entropy production, σ , within the system, so
our entropy budget in steady state is represented by

Jin

Tin
+ σ =

Jout

Tout
. (3)

Note that the generation rate G is not a part of the entropy
budget because it generates free energy, that is, energy with-
out entropy attached to it (as described in Sect. 2.2 above).
To fulfill the requirement of the second law, the entropy pro-
duction in Eq. (3) can only be σ ≥ 0.

In the best case, σ = 0, so no entropy is being produced by
this conversion process. Then, Eq. (3) simply yields Jout =

Jin · Tout/Tin, which can be combined with Eq. (2) to yield

Earth Syst. Dynam., 14, 861–896, 2023 https://doi.org/10.5194/esd-14-861-2023



A. Kleidon: Working at the limit 869

the limit of how much free energy can at best be generated:

G≤ Jin ·
Tin− Tout

Tin
. (4)

This expression is known as the Carnot limit. It states that
only a fraction (Tin− Tout)/Tin, known as the Carnot effi-
ciency, can at best be converted from the heat flux Jin from
the energy source into power G.

This derivation of the Carnot limit is general, as it makes
no specific assumptions about how this conversion process
actually looks. It includes merely the fluxes and conditions of
the surroundings and the two laws of thermodynamics. It is
also general because instead of heat, one could use the same
steps to derive an equivalent limit for the direct conversion of
solar radiation into free energy (without heat being involved
in the conversion), as has been done to derive limits for pho-
tosynthesis and photovoltaics (Press, 1976; Landsberg and
Tonge, 1979, 1980).

When we place such a conversion process into the Earth
system, we also need to account for the fact that, eventually,
the generated free energy is dissipated back into heat. That is,
in a steady state where there is no change of free energy in
time, the free energy budget is given by G=D, where D is
the dissipation of energy (i.e. conversion back into heat); see
Eq. (1). The dissipated heat is added back to the system. In
principle, we can think of two extreme cases where this dissi-
pation occurs and the heat is added back to the system: (i) it is
added at the warm side where heat enters the generation pro-
cess so it contributes to Jin or (ii) it is added at the cold side
where it contributes to the waste heat flux Jout that cools the
system. As can easily be shown (see Appendix A), the sec-
ond case yields the same limit as Eq. (4), while the first case
yields a slightly different limit, where the temperature in the
denominator is replaced by Tout. This limit has been referred
to as the limit of a dissipative heat engine (Renno and Inger-
soll, 1996; Bister and Emanuel, 1998). It yields slightly more
power in applications to atmospheric science than Eq. (3) be-
cause Tout < Tin. The relevance of this added power was de-
scribed for hurricanes in Emanuel (1999).

Note that there is also a thermodynamic limit of a heat en-
gine, referred to as the Curzon–Ahlborn limit (Curzon and
Ahlborn, 1975). This limit includes a dissipative loss term
for the heat transfer into and out of the heat engine, so the
limit yields lower power than the Carnot limit. In the atmo-
sphere, heating and cooling take place mostly due to the ab-
sorption and emission of radiation (or condensational heat-
ing), so such a dissipative loss term for the heat transfer into
and out of the atmosphere does not apply. Hence, the Carnot
limit is applicable for applications to radiatively forced en-
ergy conversions within the Earth system.

Looking at free energy generation yields a more differen-
tiated view than just looking at entropy production, as has
been done in applications of the proposed MEP hypothesis.
We can see this by evaluating the entropy budget of the whole
system that includes generation and dissipation of free en-

ergy. This system produces entropy by dissipation, with its
rate given by the steady-state conditionG=D. When we use
the Carnot limit for G and assume that the dissipation takes
place at temperature Tout, we obtain for the entropy produc-
tion σ :

σ =
D

Tout
=

G

Tout
= Jin ·

Tin− Tout

TinTout
=
Jin

Tout
−
Jin

Tin
. (5)

In other words, the entropy production of the system is
entirely determined by the heat fluxes and the temperatures
at the boundaries of the system, but it does not depend on
whether the system generates free energy or not.

This points out another deficit when looking at a system
in a steady state only in terms of its entropy production: we
cannot distinguish the case in which a system is so inefficient
that it does not generate any free energy from the opposite
case in which a system generates free energy at the Carnot
limit and shows the strongest dynamics allowed for by the
laws of thermodynamics. In the first case, all entropy produc-
tion results from diffusion-like processes such as heat diffu-
sion or radiative transfer, while in the second case, all entropy
production results from dynamics that involve the generation
and dissipation of free energy. When we aim to understand a
habitable planet like Earth, this distinction is critical – after
all, the planetary role of life is fuelled by the free energy it
generates and the work it does in chemically transforming its
environment. This may then feed back to the planetary condi-
tions to generate more free energy through life. Such poten-
tial feedbacks would be more concrete and testable than the
general notion that life enhances planetary entropy produc-
tion (see also discussion in Sect. 4.3 and in Volk and Pauluis,
2010; Frank et al., 2017).

2.4 Interacting boundary conditions and the maximum
power limit

If we want to apply thermodynamic limits to the Earth sys-
tem, we need to recognize that the boundary conditions are
often not fixed, but react to the dynamics within the system
that result from the generated free energy. This is a differ-
ent situation than typical cases in classical thermodynamics
where the boundary conditions of a system are fixed. In the
Earth system, the only aspect that is truly fixed is the rate of
incoming solar radiation at the top of the atmosphere. This
lack of fixed boundary conditions is particularly relevant for
those cases where free energy is generated and the resulting
dynamics alters these boundary conditions.

This is the case for the surface–atmosphere system
(Fig. 6), where the absorption of solar radiation heats the sur-
face and the emission of radiation cools the atmosphere, re-
sulting in the differential heating of the surface–atmosphere
system. This differential heating is used to perform the work
generating convective motion, this motion transports heat,
and this heat transport depletes the radiative heating differ-
ence. This results in a lower temperature difference, thereby
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Figure 6. (a) Schematic diagram of the energy balances of the surface–atmosphere system (red box: surface energy balance; blue box:
atmospheric energy balance). These balances set the boundary conditions for the operation of an atmospheric heat engine that generates
vertical convective motion. This engine generates kinetic energy associated with atmospheric convection, which transports heat from the
surface into the atmosphere, thereby lowering the temperature difference between the surface and the atmosphere. (b) The trade-off between
a greater heat flux J resulting in a colder surface temperature Ts results in a maximum power limit for the heat engine. This limit is associated
with an optimum sustained level of turbulent heat fluxes Jopt for surface–atmosphere exchange and an optimum surface temperature Ts,opt,
thus providing an additional thermodynamic constraint on the dynamics of the system. (c) Comparison of climatological mean land surface
temperatures estimated from the energy balance (y axis) without turbulent fluxes (grey) and for turbulent heat fluxes inferred from maximum
power, separated for humid (blue) and arid (red) regions with those inferred from the CERES satellite-derived radiation dataset (Loeb et al.,
2018; Kato et al., 2018). After Kleidon and Renner (2013a) and Kleidon (2021b).

affecting the boundary conditions. Mathematically, this is
represented by a dependence of the second term (the effi-
ciency term) on the heat flux in the Carnot limit (see Eq. 4).
This interaction can easily be accounted for and leads to a
maximum power limit. The maximum power limit has been
recognized widely, for instance, in electrical engineering, in
some relevant literature concerning the Earth system (Lotka,
1922a, b; Odum and Pinkerton, 1955), but typically not in
thermodynamics.

In the following, I want to use convective motion in the
surface–atmosphere system as an example to illustrate that
these interactions can easily be accounted for by formulating
the associated energy balances. These energy balances de-
termine the temperature difference that drives the generation
process of the heat engine but are affected by the heat flux
that is associated with the convective motion that is being
generated. In other words, we consider atmospheric convec-
tion as being the result of an atmospheric heat engine that op-
erates from differential radiative heating, with solar radiation

heating the surface and thermal emission to space cooling the
atmosphere (as described in Kleidon and Renner, 2013a).

To start, we consider two energy balances to describe the
system (Fig. 6): (i) the surface energy balance, where most
of the solar radiation is absorbed and from which the surface
temperature Ts can be inferred from the emission of terres-
trial radiation, and (ii) the energy balance of the whole sys-
tem, which balances total absorption of solar radiation with
total emission of terrestrial radiation to space, which sets the
radiative temperature Tr.

The surface energy balance consists of the absorption of
solar radiation, Rs, and downwelling terrestrial radiation,
Rl,down, both of which heat the surface (i.e. a conversion of
radiative into thermal energy), cooling by emission of radia-
tion (i.e. a conversion of thermal into radiative energy), and a
heat flux J that results from the generation of vertical motion
(the sensible and latent heat flux, combined here for simplic-
ity):

Rs+Rl,down = σT
4

s + J. (6)
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Here, we assume that the surface emits like a blackbody,
with σ being the Stefan–Boltzmann constant (σ = 5.67×
10−8 W m−2 K−4). We further neglect changes in heat stor-
age or net horizontal transport of heat, which can be relevant
for ocean surfaces.

The energy balance of the whole system is set by the total
absorbed solar radiation,Rs,tot, and the emission of terrestrial
radiation to space:

Rs,tot = σT
4

r , (7)

where Tr denotes the radiative temperature. The use of the
radiative temperature here has a thermodynamic motivation:
since blackbody radiation is radiation at maximum entropy,
the radiative temperature is the lowest temperature at which
the absorbed solar radiation can be emitted to space, repre-
senting the highest radiative entropy export from the Earth
system. It is thus the coldest temperature from which work
can be derived in a climatological mean setting, and it yields
the upper bound of how much power can maximally be de-
rived. Note that this temperature is not the temperature of a
specific height within the atmosphere, but entirely focused on
the most optimistic entropy export associated with the emis-
sion of outgoing longwave radiation.

With these energy balances, we have a formulation of the
two temperatures, Ts and Tr, and can evaluate the maximum
power that can be derived from the Carnot limit (Eq. 4). Such
an application of the heat engine to describe atmospheric
convection is in itself not new (see, e.g. Renno and Inger-
soll, 1996; Emanuel, 1999; Pauluis and Held, 2002a). The
difference in what we do in the following is that we explic-
itly take the interaction of this heat engine with the heat input
from the surface into account, which leads to the maximum
in power, which in turn provides an additional constraint that
closes the energy balance. When we consider a greater J ,
then Ts decreases according to the surface energy balance
(Eq. 6), while Tr remains unaffected. A greater J thus results
in a depleted temperature difference Ts−Tr and a lower effi-
ciency term in the Carnot limit. As a result, the power derived
from the heat flux has a maximum (a maximum power limit),
which is achieved with an intermediate optimum value of the
heat flux of

Jopt =
1
2
·
(
Rs+Rl,down−Rl,0

)
, (8)

where Rl,0 is a constant term that originates when the
Stefan–Boltzmann law is linearized in the form Rl,up(T )=
Rl,0+ kr(T − T0) for simplicity (with T0 being a fixed ref-
erence temperature, Rl,0 = σT

4
0 , and kr = 4σT 3

0 is the lin-
earization constant). The surface temperature associated with
this maximum in power is then given by

Ts = Tr+
Rs+Rl,down−Rl,0

2kr
. (9)

In other words, the maximization of power constrains the
dynamics such that the magnitude of the heat flux J as well

as the resulting surface temperature Ts can be predicted from
it. The outcome then only depends on the radiative forcing
and certain assumptions pertaining to how radiative trans-
fer is formulated (e.g. the height of convection, Dhara et al.,
2016, and longwave optical thickness, Conte et al., 2019).

This maximum power limit results from the lack of fixed
boundary conditions at the surface. Yet, the interaction that is
caused by the response of the surface temperature to varying
magnitudes of the heat flux J is nevertheless constrained by
the response of the surface energy balance and can thus be
accounted for. As we will see further below, this maximum
power limit plays a highly relevant role as it can explain ob-
served surface energy balance partitioning, surface tempera-
tures (Fig. 6c), and associated evaporation rates very well. A
more detailed evaluation in Ghausi et al. (2023) shows that
this approach can yield even better estimates for turbulent
fluxes and surface temperatures in very close agreement with
observations when the radiative forcing is used at higher tem-
poral resolution. What this implies is that this limit does not
just exist but that atmospheric motion apparently evolves to
and operates at this limit.

At first sight, the focus of the maximum power approach
on the boundary conditions may seem at odds with com-
mon atmospheric theory, which focuses on unstable condi-
tions and adiabatic lapse rates within the atmosphere. Yet,
when looking at the land–atmosphere system as a whole and
specifically at how stable and unstable conditions are formed,
these are typically related to the absence or presence of so-
lar radiative heating at the land surface. During the daytime,
solar radiative heating causes unstable conditions and fuels
the convective heat engine, while at night, radiative cooling
of the surface causes stable conditions, with no heat engine
being active. This difference in boundary conditions to op-
erate the convective heat engine has important implications
– for instance, it has been used to explain the difference in
climate sensitivities between day and night and between land
and ocean (Kleidon and Renner, 2017). In other words, the
presence or absence of stable conditions is closely linked to
the radiative boundary conditions, particularly at the surface.
Given that solar radiation is primarily absorbed at the Earth’s
surface, it generally causes unstable conditions and provides
the fuel for the atmospheric heat engine.

Furthermore, it may seem surprising that the adiabatic
lapse rate and a certain height of the atmosphere do not en-
ter this approach. This is because the Carnot limit does not
include conditions within the heat engine: only the condi-
tions at the boundary are important for its derivation. The
atmospheric boundary condition represents the cold sink of
the heat engine, which is formulated in terms of the radia-
tive temperature of the atmosphere. That is, the boundary
condition is formulated in terms of an atmospheric temper-
ature that yields the highest entropy export to space that is
thermodynamically possible. This does not represent a spe-
cific height within the atmosphere. The trade-off that leads
to maximum power, however, is not related to the radiative
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Figure 7. Schematic diagram illustrating how a maximum in power
can result from the outcome of two competing feedback processes.
The strength of these feedback processes are, in turn, modulated by
the intensity of turbulent friction. After Kleidon (2016).

temperature but rather to the boundary condition at the sur-
face and its temperature, where instability is caused by the
heating due to the absorption of solar radiation.

The simplicity of the maximum power approach also ap-
pears to ignore the vast complexity that is involved in turbu-
lent processes. This may be interpreted as follows: turbulence
appears to be organized in such a complex way that the only
limiting factors are related to the thermodynamics of free en-
ergy generation. This is consistent with the derivation of the
Carnot limit above, which only needs the energy and entropy
fluxes at the system boundary and not the details of the con-
version process within the heat engine. Substantiating this
interpretation, however, would require further investigation.
Nevertheless, it appears that the simplicity of the maximum
power approach does not appear to be in contradiction with
common atmospheric concepts or the complexity of turbu-
lent motion that is involved. It rather emphasizes how im-
portant the radiative boundary conditions are for generating
atmospheric motion.

As these estimates only contain energy balances and the
assumption of convective motion operating at the maximum
power limit, it would seem that this limit can explain much of
the emergent simplicity observed in climatological patterns.
We will look at this implication in greater detail further be-
low.

2.5 Evolution to maximum power

The existence of a maximum power limit does not tell us if
and how a system would evolve towards such a limit. While
these aspects have not been resolved, we can nevertheless be
somewhat more specific and attribute the outcome of max-
imum power to two dynamic feedbacks that balance each

other at the state of maximum power (Fig. 7; see also Kleidon
et al., 2013 and Kleidon, 2016).

To do so, we need to first link the generated power explic-
itly to the dynamics of free energy within the system, using a
budget similar to the one expressed by Eq. (1). PowerG gen-
erates kinetic energy, Ake, which in turn results in the heat
flux, J , with more kinetic energy resulting in a greater heat
flux (so J = f (Ake)). This greater heat flux then has two ef-
fects: (i) it generates more power but (ii) it also depletes the
temperature difference, which reduces the power. These two
effects then result in two feedbacks: the first effect results in a
fast, positive “power enhancing” feedback, while the second
effect results in a slow, negative “gradient depletion” feed-
back. The latter is slower as it involves changes in heat stor-
age; that is, there is thermal inertia associated with the feed-
back. One can show that at maximum power, these two feed-
backs have the same magnitude, and since they have opposite
signs, they oppose each other at the maximum, making the
maximum power state a stable outcome of these feedbacks
(Kleidon, 2016).

These dynamics and feedbacks are overall modulated by
the intensity by which kinetic energy is dissipated by fric-
tion. This can be expressed as, for instance,D = Ake/τ , with
the intensity of friction being described by the timescale τ . It
would seem that attributes associated with turbulent friction
and its inherent complexity are those that evolve and allow
the system to reach the maximum power state. This notion is
consistent with climate model simulations in which a state of
maximum entropy production was obtained by changing em-
pirical constants in the parameterization of friction (a friction
timescale in Kleidon et al., 2003, and Pascale et al., 2013; the
von Karman constant in Kleidon et al., 2006). Since MEP can
be interpreted as the result of maximum power in a climato-
logical mean state, these studies confirm this interpretation.

More generally, we may hypothesize that it is the evolution
and complexity of dissipative structures that result in the evo-
lution to the thermodynamic limit that is set by the boundary
conditions of the system. This would, however, require fur-
ther research to be substantiated.

2.6 Putting things together

At the end of this section, let us quickly sum up the main
concepts of this section and what these imply for thermody-
namics and optimality in the Earth system (Fig. 2).

The three forms of entropy are at play when we follow
the energy conversions within the Earth system. The energy
source of solar radiation is energy in the form of a flux of
electromagnetic radiation with short wavelengths, represent-
ing low radiative entropy because solar radiation is emitted
at a very high temperature. When it turns into heat upon ab-
sorption, it is converted into thermal energy with associated
thermal entropy. When solar radiation is used by photosyn-
thesis or photovoltaics, some of the energy is converted into
non-thermal forms of energy and molar entropy, but not heat.
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After being converted by Earth system processes, energy is
eventually emitted to space in the form of terrestrial radia-
tion at much longer wavelengths, representing much greater
radiative entropy because it is emitted at a much colder tem-
perature than the Sun. So, clearly, this distinction of the three
different forms of entropy plays a central role in Earth sys-
tem processes, and it is important to distinguish these as well
as the associated forms of energy.

Free energy is generated from solar radiation mainly by
three different processes, as shown by the yellow boxes in
Figs. 1 and 2. The free energy contained in atmospheric mo-
tion in the form of kinetic energy is generated by heat en-
gines that operate equivalently to the example of the power
plant used in the derivation of the Carnot limit (Eq. 4). Pho-
tosynthesis generates chemical free energy contained in car-
bohydrates and oxygen, while photovoltaics produces elec-
tric free energy (although currently at a much lower mag-
nitude than photosynthesis). This free energy is associated
with dynamics – like atmospheric motion or metabolic ac-
tivities of living organisms – and it can be converted fur-
ther into other forms of free energy, e.g. associated with
hydrologic (or other geochemical) cycling, ocean dynamics,
trophic networks in ecosystems, or food production in hu-
man societies. Thus, by evaluating the magnitudes of these
free energy generation processes at the beginning of energy
conversion chains starting with the conversion of solar ra-
diation, we gain a general understanding of how active the
dynamics of the Earth system are in thermodynamic terms.

Thermodynamic limits and optimality then apply first and
foremost to these three processes as these convert solar radi-
ation into free energy, constraining the resulting dissipative
dynamics by the energy input into the energy conversion se-
quences. This then leaves the questions of if Earth system
processes are constrained by thermodynamic limits, if this is
then associated with optimal functioning that maximizes the
free energy generation for Earth system dynamics, and how
many of these limits are then reflected in the emergent clima-
tological patterns that we can observe.

3 Thermodynamic optimality and maximization:
how does it apply to Earth system processes?

In the following, I use three examples to illustrate the rele-
vance of thermodynamic limits and associated optimality to
Earth system processes and their success in reproducing ob-
served patterns very well. In these examples, only the appli-
cation to poleward heat transport by the atmospheric circu-
lation represents a direct application of the maximum power
limit, while the other two examples of evaporation and ter-
restrial carbon uptake are interpreted as indirect manifesta-
tions of the maximum power limit associated with motion in
the vertical direction (as described in Sect. 2.4). With this I
want to provide a more differentiated view of how thermody-
namic optimality applies to the Earth system that on the one

hand shows its relevance in constraining motion and explain-
ing climatological patterns but which is not a simple general
approach that can be applied to every process. Rather, it re-
quires the specific Earth system context in which this process
takes place, particularly concerning the connections and in-
direct consequences of maximum power associated with mo-
tion.

I will specifically use models that are as simple as possible
to describe these examples. The motivation for this simplicity
in formulation is to provide transparency and accessibility to
the reader and to not obscure outcomes with complex mathe-
matical formulations. This then contributes to the need for a
better and simpler understanding of the Earth system (Held,
2005). Even at this simplest level, the outcomes will show
the great importance of thermodynamic constraints because
the derived estimates compare very well with observations.
One can easily make these models more complicated, in-
clude more phenomena and parameterizations, or add greater
spatial and temporal resolution and thus achieve a better fit
with observations. Yet, the thermodynamic constraint will
still play out in more or less the same, although less trans-
parent, way.

With this reinterpretation of each of these examples, I will
then discuss the linkages to previous interpretations of ther-
modynamic optimality, specifically the proposed MEP hy-
pothesis, and to established theoretical concepts.

3.1 Poleward heat transport and the large-scale
atmospheric circulation

At its very core, large-scale atmospheric circulation involves
energy conversions as work needs to be done to maintain mo-
tion against the friction that occurs at the surface and within
the boundary layer. This work is derived from the difference
in radiative heating between the warmer equatorial regions
and the colder polar regions. The large-scale radiative forc-
ing of the Earth is shown in Fig. 8 in the form of the observed
radiative fluxes at the top of the atmosphere and the associ-
ated surface temperatures. Figure 8 illustrates two important
aspects. First, the imbalance between absorbed solar radia-
tion and emitted terrestrial radiation demonstrates the impor-
tance of poleward heat transport and therefore motion. Heat
transport alters the radiative exchange of the planet and main-
tains this imbalance. Second, when we infer surface temper-
atures for the case of no heat transport in which emission to
space is equal to the absorption of solar radiation, we see that
the tropics would be notably warmer, while the poles would
be notably colder (dashed line in the lower panel of Fig. 8,
estimated using the empirical parameterization of Budyko,
1969). This demonstrates that the thermodynamic forcing of
the climate system depends on what the atmosphere does:
poleward heat transport acts to level out the temperature dif-
ferences caused by uneven solar heating, and this is reflected
in the more even emission to space at the top of the atmo-
sphere, as shown by the blue line in the top panel of Fig. 8.
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Figure 8. Planetary radiative setting in terms of (a) climatologi-
cal zonal means of net fluxes of solar (red) and terrestrial (blue)
radiation at the top of the atmosphere, taken from the CERES
satellite-derived radiation dataset (Loeb et al., 2018; Kato et al.,
2018); (b) associated surface temperatures and how they react to
the redistribution of heat: inferred from mean surface emission from
the CERES dataset (solid line, “from CERES”), inferred from the
Budyko (1969) empirical parameterization using the TOA flux of
terrestrial radiation (dotted line, “from Budyko”, used for estimates
in the text), and estimated for the case of no heat transport (dashed
line, “no heat transport (estimated)”). The red shaded area marks
the area that represents one-half of the surface area of the Earth and
represents the tropics in Fig. 9. From Kleidon (2021a).

Heat transport thus depletes the driving temperature differ-
ence, just as in the example of maximum power for the ver-
tical direction (Sect. 2.4).

The atmosphere generates its free energy in the form of
kinetic energy associated with large-scale motion from this
imbalance in solar radiative heating. This motion transports
heat, thereby affecting the thermodynamic forcing, and the
combination results in a maximum power limit, similar to
the example in Sect. 2.4 but in the horizontal direction. We
thus have a thermodynamic process which performs work by
converting a heating difference into free energy and gener-
ates motion, which is dissipated back into heat due to friction
and produces thermal entropy.

Thermodynamic optimality has been applied to atmo-
spheric motion in the past, most prominently in the form
of the proposed MEP hypothesis. Since maximizing power
also maximizes dissipation in steady state (and if no free en-
ergy is transferred into another system, e.g. oceans) and dis-
sipation produces thermal entropy, both maximizations re-
sult in roughly the same outcome. Power can also be re-
lated to the rate by which available potential energy is con-
verted into kinetic energy, thus linking this thermodynamic
approach to the more common theoretical concept of the
Lorenz energy cycle (LEC) described by Edward Lorenz
(Lorenz, 1955, 1960, 1967). These linkages are described
in more detail further below after we first describe a min-

Figure 9. Schematic diagram of how kinetic energy is generated
within the atmosphere by a heat engine that uses the difference in
solar radiative heating between the tropics (left box, red) and the ex-
tratropics (right box, blue) as a driver. The generated motion main-
tains the poleward heat transport J but depletes the temperature dif-
ference Ts,t− Ts,p between the two boxes. This results in a max-
imum power limit for the strength of the atmospheric circulation.
Also marked by the numbered circles are places at which thermo-
dynamic conversions and entropy production take place: (1) con-
version of solar radiation into thermal energy by absorption at the
surface temperature, producing thermal entropy; (2) absorption of
terrestrial radiation and re-emission as well as vertical convective
motions, which both produce thermal entropy; (3) generation of free
energy from heat flux J ; and (4) frictional dissipation, that is, con-
version of kinetic energy back into thermal energy, which produces
thermal entropy.

imum model demonstrating the maximum power limit for
large-scale atmospheric circulation.

The maximum power limit for the large-scale circulation
is demonstrated with a two-box model, in which we split up
the Earth into two regions of the same size at 30◦ latitude to
characterize the differential radiative heating from which the
kinetic energy is generated (as shown in Fig. 9, as in Klei-
don, 2021a). Due to the Earth’s geometry, the tropical re-
gions absorb more of the incoming solar radiation per unit
surface area than the extratropical regions. This uneven heat-
ing results in a difference in surface temperatures between
the tropics and the extratropics. As a result, the absorption of
solar radiation in the tropics adds more heat at lower entropy
because it is absorbed at a higher temperature than in the ex-
tratropics. The differential solar heating across latitudes thus
sets the stage for an atmospheric heat engine, with the greater
absorption of solar radiation in the tropics than the extratrop-
ics as the heat source, and greater emission into space than
absorbed solar radiation in the extratropics as the heat sink.
This heat engine performs the work to generate large-scale
atmospheric motion and the associated kinetic energy and is
constrained by the Carnot limit (Eq. 4).
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We obtain the maximum power limit for this heat engine
in an equivalent way as in Sect. 2.4. We use the poleward
heat transport as the heat flux and the temperature difference
between the two boxes for the efficiency term. To quantify
this maximum, we need a formulation of the energy balances
to express how the temperature difference in the Carnot limit
is depleted by the poleward heat transport. These tempera-
tures can be inferred from the respective energy balances of
the two boxes because the thermal emission to space at the
top of the atmosphere, Rl, depends on surface temperature.
We write the two energy balances as

Rs,t = Rl,t+ J Rs,p+ J = Rl,p, (10)

where index t is used for the tropical box (30◦ S–30◦ N), in-
dex p for the extratropical box (latitudes greater than 30◦),
Rs for the total absorbed solar radiation, and J for the pole-
ward heat transport.

We then infer surface temperatures from Rl by using the
empirical parameterization of Budyko (1969):

Rl = a+ b · Ts, (11)

where a =−388.7 W m−2 and b = 2.17 W m−2 K−1 are em-
pirical constants and Ts is in units of K. This linear relation-
ship between the surface temperature and the radiative flux
to space compares very well to observations and can be ex-
plained by the role of water vapour in the atmosphere (Koll
and Cronin, 2018).

When Eqs. (10) and (11) are combined, surface tempera-
tures are functions of absorbed solar radiation and the pole-
ward heat flux J :

Ts,t =
Rs,t− a− J

b
Ts,p =

Rs,p− a+ J

b
. (12)

Note how heat transport depletes the temperature differ-
ence due to the opposing signs in these two expressions. For a
value of J = 0 in the absence of heat transport, temperatures
are determined by the local solar radiative forcing only (Rl =

Rs). This yields the largest temperature difference (Fig. 10e),
which then yields the greatest efficiency in the Carnot limit
but no power because J = 0. The temperature difference van-
ishes with the value of Jmax = (Rs,t−Rs,p)/2, yielding a glob-
ally uniform surface temperature of Ts = 290 K, and the effi-
ciency in the Carnot limit vanishes to zero, thus also yielding
no power.

There is hence a maximum in the power at an interme-
diate value of J . This is obtained mathematically from the
Carnot limit (Eq. 4), the temperature expressions (Eq. 12),
an additional factor of 1/2 to account for the fact that heat
is transported from one half of the Earth to the other, and
then from setting dG/dJ = 0 (see also Fig. 10c). The slight
dependence of power on Ts,t in the denominator has been
neglected here. This maximum yields a power of Gmax =

(Rs,t−Rs,p)2/(16bTs,t), associated with an optimum heat flux

of Jopt = (Rs,t−Rs,p)/4, which reduces the temperature dif-
ference Ts,t−Ts,p to half of its maximum value in the absence
of heat transport.

We next use the observed radiative forcing from the
CERES radiation dataset (Loeb et al., 2018; Kato et al., 2018)
to evaluate these expressions. The only information needed is
the absorption of solar radiation for the two boxes. The ob-
served flux of terrestrial radiation serves as a means to test the
outcome associated with the maximum power estimate. With
climatological means of Rs,t = 306 and Rs,p = 177 W m−2,
this yields a maximum in power to generate kinetic en-
ergy of 1.6 W m−2 (Fig. 10c), which agrees quite well with
the magnitude of kinetic energy generation of about 2.1–
2.5 W m−2 inferred from the reanalyses (Li et al., 2007). The
estimated value for the poleward heat transport of 32 W m−2

is a bit less than the 43 W m−2 diagnosed from the CERES
dataset, resulting in a somewhat greater temperature differ-
ence of Ts,t−Ts,p ≈ 30 K than the value of 21 K derived from
CERES. In other words, the maximum power limit predicts
the magnitude of the free energy dynamics of the global at-
mosphere rather well.

There are, obviously, some discrepancies. The optimum
heat flux is less than that diagnosed by CERES, and hence
the temperature difference is somewhat overestimated. These
discrepancies can be attributed to the omission of the ef-
fects of seasonal variations as well as the contribution of the
Hadley cell to mean circulation (see Kleidon, 2021a, for a
more detailed discussion). The limit also does not account
for the role of rotation rate, which may act as an additional
constraint on motion, e.g. on planets with a faster rotation
rate (Pascale et al., 2013). This could then result in reduced
power and dissipative dynamics, and the maximum set by the
thermodynamic boundary conditions would not be reached.
Yet, for the Earth’s atmosphere, the maximum power limit
provides a consistent estimate of magnitudes that is not coin-
cidental. It simultaneously estimates power, temperature dif-
ference, and heat transport, all of which roughly agree with
observations. It demonstrates how interlinked these variables
are and how this sets an upper bound on the power and the
generation of kinetic energy that can be generated from solar
forcing.

The broad agreement with observations in combination
with the support from the much more detailed previous
climate model simulations on MEP (e.g. Kleidon et al.,
2003, 2006) suggest that the atmosphere works as hard as
it can to generate motion. The justification is analogous to
the conclusion of Sect. 2.4: it is the thermodynamics of the
boundary conditions in combination with the interaction of
the driving temperature difference that sets the magnitude
of power that drives the large-scale dynamics without the
knowledge of the details of how the atmospheric heat engine
is actually implemented. This then yields an explanation for
the emergent simplicity in the associated climatological pat-
terns and the robustness of the magnitude of poleward heat
transport.
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Figure 10. Radiative forcing and energetic properties estimated from the two-box model shown in Fig. 9 related to the strength of the
atmospheric circulation and maximum power. (a) Radiative forcing in terms of absorbed solar radiation (Rs,t and Rs,p) of the tropical (red
lines) and extratropical box (blue lines) and of emitted terrestrial radiation to space (Rl,t and Rl,p). (b) Entropy production by absorption of
solar radiation (i.e. thermalization, σs,t and σs,p, circles marked as (1) in Fig. 9), radiative transfer of terrestrial radiation (σl,t and σl,p, (2) in
Fig. 9), and total entropy production, σtotal (black line). (c) Power G to generate atmospheric motion ((3) in Fig. 9). The horizontal dashed
line marks the power inferred directly from the CERES forcing. (d) Entropy production by frictional dissipation of kinetic energy ((4) in
Fig. 9). (e) Surface temperatures of the tropical (red line) and extratropical (blue line) boxes with the surface temperatures estimated from
the CERES TOA flux marked by the dashed lines (black line: global average). (f) Difference in potential energy compared to an isothermal
Earth (1Upe,t, 1Upe,p, in MJ m−2, red and blue lines) and the available potential energy (A, in kJ m−2, orange line, dashed orange line
represents published estimates). The vertical shaded areas represent the value of heat transport from maximum power (grey) and inferred
from the CERES data (blue). After Kleidon (2021a).

This outcome of maximum power can be linked to the pro-
posed MEP hypothesis and the more established LEC frame-
work of atmospheric energetics.

The link to the proposed MEP hypothesis is established by
the thermal entropy production due to frictional dissipation,
that is, when the free, kinetic energy is converted back into
heat. In the climatological mean state, power balances dissi-
pation, so maximum power, that is, maximum generation of
kinetic energy, equals maximum frictional dissipation, which
then is almost the same as maximized thermal entropy pro-
duction due to frictional dissipation (Fig. 10d). This entropy
production term is what has been maximized in previous ap-
plications of MEP to atmospheric heat transport with sim-
ilar box models (e.g. Paltridge, 1975, 1979; Lorenz et al.,
2001; Kleidon, 2004; Pascale et al., 2012). In other words,

maximum power and MEP almost yield the same outcomes.
Yet, we should recognize that the entropy production by fric-
tional dissipation is only a tiny contribution to the overall
entropy production of the planet (Table 1, Fig. 10b, d; see
Appendix B for derivations) because the thermalization as-
sociated with the absorption of radiation produces typically
much more entropy than frictional dissipation. Focusing on
maximum power rather than on MEP gives us a more specific
view on which aspect of the system is maximized and why.
After all, the atmospheric circulation needs work to be main-
tained. Just focusing on entropy production, however, cannot
distinguish processes that involve work from those which do
not, a point already made at the end of Sect. 2.3.

The link to the LEC is done by making the link between
heating differences and kinetic energy generation more de-
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Table 1. Thermal entropy production (in mK K−1 m−2) by different climate system processes estimated by the two-box model as described
in Appendix B for the cases of no heat transport, at maximum power, and for an isothermal state.

Process No heat transport Max. power Isothermal

Absorption of solar radiation (thermalization)

Tropics 902.7 950.2 1000.5
Polar 648.2 610.9 578.7
Global mean 775.5 780.6 789.6

Radiative transfer of terrestrial radiation and convection

Tropics 173.1 141.2 113.8
Polar 69.9 90.0 113.8
Global mean 121.5 115.6 113.8

Frictional dissipation

Global mean 0.0 5.7 0.0

Total mean 897.0 901.9 903.4

tailed by including the intermediate step of generating avail-
able potential energy (APE). Diabatic heating sources gener-
ate potential energy differences, from which only a fraction
becomes APE, a concept originally introduced by Margules
(1905). APE is then converted into kinetic energy (KE) at a
certain rate. It is typically diagnosed from pressure and tem-
perature fields of the atmosphere. The application of maxi-
mum power to atmospheric dynamics differs in that it takes
the diabatic heating terms directly as the starting point, with-
out the need for the intermediate step of APE generation
(Kleidon, 2021a). This can nevertheless be inferred from
the conditions associated with the maximum power limit
and compared to observations (Fig. 10f; see Appendix C
for derivations). The APE value of 41× 105 J m−2, associ-
ated with the maximum power limit, matches the range of
40–50×105 J m−2 estimated from observations (Peixoto and
Oort, 1992; Li et al., 2007) very well. Further conversions be-
tween APE and KE associated with the mean flow and eddies
are generally considered as reversible within the LEC frame-
work (which is inherent in the notion of geostrophic friction-
less flow as well as the notion of non-dissipative waves) so
that these conversions neither generate nor dissipate free en-
ergy. Yet, we should also note that APE mostly reflects the
state of disequilibrium inherent with the temperature differ-
ence 1T (see Eq. C2), and reflects a form of energy that
can freely be converted back and forth into kinetic energy.
It therefore does not provide information about how dissi-
pative atmospheric motion is. The focus on power and its
maximization, on the other hand, sets a firm limit to the mag-
nitude of its dissipative behaviour. It thereby sets a relevant
constraint for the maximum intensity of the Lorenz energy
cycle, and it appears that atmospheric circulation operates at
this maximum.

To sum up, large-scale atmospheric circulation provides an
example of an Earth system process that maximizes power

from the large-scale differences in solar radiative heating.
Even when applied to the simplest two-box model, it pro-
vides an estimate of the magnitude of poleward heat flux
that broadly agrees with estimates derived from observa-
tions. While the outcome is similar to a maximization of ma-
terial entropy production (Lucarini et al., 2014), the focus
on power provides us additionally with an estimate of the
strength of the dynamics – in terms of kinetic energy gener-
ation – and it allows us to link the thermodynamic view to
the Lorenz energy cycle and its intensity (see also Lucarini
et al., 2014). Hence, this case of maximum power does not
contradict established theory, it rather adds a relevant con-
straint that is currently not acknowledged.

3.2 Evaporation and hydrologic cycling

At first sight, hydrologic cycling appears to primarily involve
mass fluxes of water. Evaporation, the conversion of liquid
water to vapour, takes place mostly at the surface, adding
moisture to the atmosphere, while the opposite conversion
takes place within the atmosphere, causes precipitation, and
removes moisture. In the climatological mean, both fluxes
balance each other at the global scale. To understand how
thermodynamics and maximization constrain the magnitude
of hydrologic cycling, we can thus either take an atmospheric
perspective and look at precipitation or a surface perspective
and look at the factors that constrain evaporation.

To understand how thermodynamics applies to hydrologic
cycling and constrains its intensity, we need to first describe
hydrologic cycling as a thermodynamic process which op-
erates in a state of thermodynamic disequilibrium (Fig. 11).
Evaporation proceeds at warmer temperatures (circle (1) in
Fig. 11), takes up latent heat, and changes thermal into molar
entropy, while condensation occurs at colder temperatures,
releasing this latent heat and converting molar entropy into

https://doi.org/10.5194/esd-14-861-2023 Earth Syst. Dynam., 14, 861–896, 2023



878 A. Kleidon: Working at the limit

Figure 11. Schematic diagram illustrating the thermodynamics of hydrologic cycling, the associated disequilibrium, its dissipative processes,
and its connections to the Earth system. The numbered circles mark places at which thermodynamic conversions and entropy production
takes place. (1) Absorption of solar radiation heats the surface and thereby shifts the thermodynamic equilibrium of a water surface towards
higher saturation vapour, resulting in evaporation. (2) The saturated water vapour at the surface mixes with the unsaturated near-surface air,
producing entropy. (3) Moist air is lifted until it condenses. The condensed heat drives a moist heat engine that generates kinetic energy
for moist convection. (4) Falling raindrops dissipate their potential energy that was generated by lifting moistened air, resulting in frictional
dissipation and thermal entropy production. The link to the maximum power limit of vertical convection (Sect. 2.4) is made by noting that it
requires the work of buoyancy to lift moisture up to the condensation level.

thermal entropy. Hydrologic cycling thus effectively trans-
ports heat from the warmer surface into the colder atmo-
sphere, thereby producing thermal entropy.

This entropy production by the hydrologic cycle is caused
by diffusive and mixing processes as well as other processes
that involve work, free energy, and dissipation, with the mag-
nitude set by LE ·(1/Ts−1/Tr). This contribution is included
in the convection part of the entropy budget shown in Table 1.
Cloud droplets have potential energy that is generated by the
work of lifting water, unsaturated air reflects the work done
by dehumidification, and evaporation of seawater involves
desalination work and the generation of chemical free energy.
The potential energy of cloud droplets is dissipated as rain-
drops fall (circle (4) in Fig. 11) or by gravitational drainage
when the precipitated water reaches the land surface, or it is
converted into the kinetic energy of river flow. The chemi-
cal free energy in freshwater drives continental weathering
processes that dissipate the disequilibrium between the de-
salinated rainwater and the solid minerals of the continental
crust. So clearly, thermodynamics and free energy are at the
very core of hydrologic cycling, and it would appear that the
former can act to restrict the latter’s magnitude.

In the following, I show that thermodynamic optimality
and maximum power do not apply directly to hydrologic cy-
cling or to the phase transitions but rather indirectly by con-
straining surface energy balance partitioning and moisture

transport. While the phase transitions of water are associ-
ated with changes in molar entropy, they do not contribute to
entropy production as they proceed practically at saturation
and are therefore reversible. To understand how thermody-
namics nevertheless constrains hydrologic cycling and sets
its magnitude, I focus on evaporation, because it is less vari-
able and easier to describe than precipitation. By demonstrat-
ing this indirect link of maximum power with evaporation, I
show that this thermodynamic limit is nevertheless relevant
in shaping the magnitude of hydrologic cycling. This indirect
effect is related to the maximum power of generating buoy-
ant exchange and vertical transport from radiative heating of
the surface, as described in Sect. 2.4.

When solar radiation heats a surface at which water is
sufficiently available, it adds sensible and latent heat to the
near-surface air, making it warmer and moister. The upper
thermodynamic limit on moistening is set by maintaining
saturated air near the surface as this represents the thermo-
dynamic equilibrium state. The associated equilibrium parti-
tioning is well known in micrometeorology. It was developed
by Schmidt (1915), Penman (1948), and Slayter and McIl-
roy (1961), and is reflected in approaches to estimate poten-
tial evaporation, such as the well-known Priestley–Taylor es-
timate (Priestley and Taylor, 1972). This implies that ther-
modynamics and maximum power primarily constrain the
magnitude of buoyant transport from the surface to the at-
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mosphere, which, combined with the thermodynamic equi-
librium at the surface, constrain the magnitude of evapora-
tion and thus of hydrologic cycling. In hydrologic terminol-
ogy, this means that thermodynamics and maximum power
set the magnitude of potential evaporation, that is, the rate
of evaporation from the land surface in the absence of water
limitation.

To make this constraint more explicit, we first apply this
equilibrium partitioning to the optimum heat flux, Jopt, de-
rived from maximum power (Eq. 8). Over a short time in-
terval dt , the near-surface air is simultaneously warmed by
dT and moistened by an increase in saturation vapour pres-
sure, desat = s ·dT , with s = desat/dT given by the Clausius–
Clapeyron equation (this reflects the upper limit of maintain-
ing saturated air). If we consider a small volume of this air,
V , this addition results in contributions of warming, dUH , of

dUH = cpρV · dT (13)

and moistening, dULE, of

dULE = L ·
dqsat

dT
· ρV · dT = L ·

Ra

Rv
·

1
p
· s · ρV · dT , (14)

with cp being the heat capacity of air (cp =
1005 J kg−1 K−1), ρ being air density (ρ ≈ 1.1 kg m−3

for typical surface conditions), L being the latent heat of
vaporization (L≈ 2.5×106 J kg−1), qsat being the saturation
specific humidity (with qsat = Ra/Rv · esat/p), Rv and
Ra the ideal gas constants of water vapour and air (with
Ra/Rv ≈ 0.622), and p the surface pressure (p = 1013 hPa
for average surface conditions).

Since dU = dUH + dULE, we can then derive the rela-
tive partitioning among heating and moistening at thermo-
dynamic equilibrium, noting that the terms ρV · dT cancel
out while collecting the other constants in the “psychromet-
ric constant” γ = cpp(Rv/Ra)/L≈ 65 Pa K−1. The relative
partitioning is then given by the ratios

dUH
dU
=

γ

s+ γ

dULE

dU
=

s

s+ γ
. (15)

When combined with the optimum heat flux derived from
maximum power, we obtain the following partitioning into
sensible and latent heat:

Hopt =
γ

s+ γ
· Jopt LEopt =

s

s+ γ
· Jopt. (16)

This partitioning represents two constraints of thermody-
namics on evaporation: the maximum power limit setting
the magnitude of buoyant exchange and the thermodynamic
equilibrium conditions at the surface setting the magnitude
of atmospheric moistening by evaporation.

This thermodynamic estimate of evaporation has previ-
ously been evaluated (Kleidon and Renner, 2013b; Kleidon
et al., 2014; Conte et al., 2019; Kleidon, 2021b; Ghausi et al.,
2023) and shown that it can reproduce observations rather

well. The evaluation of Kleidon (2021b) used annual means
of global radiation datasets (CERES, Loeb et al., 2018; Kato
et al., 2018) to estimate potential evaporation and combined
this with a precipitation dataset (GPCP, Adler et al., 2016)
to account for the role of water limitation at the land surface
to estimate actual evaporation. This estimate for the years
2003–2018 is summarized in Fig. 12 and compared to the
GLEAM dataset (Miralles et al., 2011; Martens et al., 2017),
separately for humid and arid regions. While the agreement
for arid regions is no surprise as it reflects the water limita-
tion imposed by the precipitation dataset, the estimate also
agrees very well in humid regions where water is abundantly
available. This supports the interpretation made here that the
magnitude of land surface evaporation, and thus of hydro-
logic cyling, is indirectly constrained by maximum power
through the generated buoyant transport (as indicated by cir-
cle (2) in Fig. 11) combined with the thermodynamic equilib-
rium partitioning of turbulent fluxes into sensible and latent
heat.

The indirect application of thermodynamics to evaporation
is consistent with boundary layer theory. Basically, the max-
imization of power applies to the sensible heat flux, and this
links directly to the buoyancy production term in the turbu-
lent kinetic energy (TKE) budget of the boundary layer (see,
e.g. textbooks by Stull, 1989; Arya, 1998). It can easily be
shown that the buoyancy production term can be rewritten as
a Carnot limit (Appendix D). Maximum power then corre-
sponds to a maximization of the buoyancy production term,
which involves the interaction of the buoyancy flux with sur-
face temperature, that is, that more buoyancy production re-
sults in stronger cooling of the surface. This effect is what
leads to the maximum power limit, as shown in Sect. 2.4.
Hence, thermodynamics adds an important and relevant con-
straint on the surface–atmosphere exchange as it limits the
magnitude of the buoyancy production term in the TKE bud-
get.

The maximization of buoyancy production, combined with
the equilibrium partitioning, then shapes evaporation pat-
terns on land. This is consistent with expressions for po-
tential evaporation rates in hydrology, particularly the esti-
mate by Priestley and Taylor (1972). While the Priestley–
Taylor estimate includes an empirical coefficient of about
1.26, some studies have questioned the need for this coef-
ficient when evaluating this estimate against observations at
sub-daily scale (de Bruin et al., 2016; Conte et al., 2019).
Hence, it would appear that the concept of potential evapo-
ration is equivalent with evaporation operating at its thermo-
dynamic limit as described here.

This interpretation is, however, quite different than pre-
vious studies which applied MEP or related optimality ap-
proaches to evaporation (Wang et al., 2004, 2007; Wang and
Bras, 2011; Kleidon and Schymanski, 2008; Porada et al.,
2011; Yang and Roderick, 2019; Tu et al., 2022). To start,
the phase transition associated with evaporation does not pro-
duce entropy as it proceeds at saturation, that is, in thermody-
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Figure 12. (a) Annual mean evaporation derived from maximum power, thermodynamic equilibrium partitioning, and precipitation.
(b) Comparison of the estimate to the GLEAM evaporation dataset (Miralles et al., 2011; Martens et al., 2017). The linear regression
among the two estimates yields a correlation coefficient of r2

= 0.85 and a slope of m= 1.25. After Kleidon (2021b).

namic equilibrium, and is therefore reversible. This assump-
tion is reflected in the derivation above (see Eq. 14). En-
tropy is, however, produced when the saturated air is mixed
with the unsaturated atmosphere near the surface as it acts to
moisten the lower atmosphere, bringing it closer to saturation
and thermodynamic equilibrium (see circle (2) in Fig. 11).
This mixing requires motion, which is accomplished mostly
by buoyancy, even when the resulting sensible heat flux is
often much smaller than the latent heat flux. While the out-
come described here can be interpreted as an evaporation rate
that is maximized given the constraints of the energy balance
and mixing requirements (or its entropy production), it would
obscure the central role of buoyant transport in shaping this
outcome.

The interpretation of evaporation given here provides com-
plementary information to describe the thermodynamics of
the whole hydrologic cycle that includes the critical in-
put from the surface by evaporation. Previous studies (e.g.
Pauluis and Held, 2002a, b; Laliberte et al., 2015) focused
on the parts of the hydrologic cycle that take place within
the atmosphere, looking at moist convection as the result of
a moist heat engine. This moist heat engine is driven by the
heat release upon condensation (circle (3) in Fig. 11), gen-
erating moist convective motion within clouds, and it results
in precipitation and dehumidification within the atmosphere.
However, the replenishment of atmospheric moisture relies,
in the end, on the moisture input from the surface by evap-
oration. The approach described here shows how thermody-
namics constrains evaporation by setting the magnitude of
turbulent fluxes and by its partitioning into sensible and la-
tent heat. While the sensible heat flux is related to buoyancy
production at the surface, maintains the surface–atmosphere
exchange, and generates the power for dry convection, the
power that can be derived from the latent heat flux is only re-
alized when it condenses within the atmosphere. As this hap-
pens at the temperature when condensation occurs, which is

lower than the surface temperature, the power output is re-
duced, while the remaining part is dissipated by the mixing
of evaporated moisture from the surface into the unsaturated
atmosphere.

What this means is that the magnitude of hydrologic cy-
cling is determined by the surface input by evaporation, with
the thermodynamic constraints described above. An impli-
cation of this perspective is that the hydrologic sensitivity
to global warming, that is, the increase of mean precipita-
tion with an increase in mean temperature, can be described
from an atmospheric perspective (Takahashi, 2009), but it
can equivalently be described using a thermodynamic surface
perspective on how evaporation changes with surface tem-
perature (Kleidon and Renner, 2013b; Kleidon et al., 2015).
The sensitivity of hydrologic cycling to global warming of
2 %–3 % K−1 (Held and Soden, 2006) is notably lower than
the 6 %–7 % K−1 inferred from the Clausius–Clapeyron rela-
tionship, and this lower sensitivity is related primarily to the
sensitivity of equilibrium partitioning (see Eq. 16) to surface
temperature (see Kleidon and Renner, 2013b; Li et al., 2013).

In summary, evaporation is an example of an Earth sys-
tem process that reflects maximum power, but it is not di-
rectly involved in the maximization. Its magnitude is charac-
terized by the thermodynamic equilibrium conditions at the
surface where the phase transition takes place and by the
buoyant transport, by which the vapour is transported and
mixed into the atmosphere. As evaporation balances precipi-
tation in the global mean, the strength of hydrologic cycling
is thus strongly constrained by thermodynamics and optimal-
ity, although in an indirect way. This interpretation is consis-
tent with boundary layer theory, where maximum power adds
a constraint on the magnitude of the buoyancy production
term, and with the hydrologic sensitivity to global warming.
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3.3 Photosynthesis and terrestrial ecosystems

Photosynthesis, ecosystems, and life in general represent an
entirely different set of thermodynamic Earth system pro-
cesses (Fig. 13). They involve chemical transformations as-
sociated with metabolic activities, which sustain their growth
and maintenance of biomass, the dynamics of their popula-
tions and resulting food webs, and, ultimately, biogeochem-
ical cycles. Chemical reactions, in turn, involve changes in
energy and entropy as chemical elements are arranged into
different compounds. Specifically, these changes apply to the
energy by which electrons are bound to the nuclei and the
random motion of molecules that we characterize as heat.
These two forms of energy are associated with molar and
thermal entropies. The second law of thermodynamics is re-
flected in these reactions, aiming to minimize their Gibbs free
energy, that is, free energy in chemical form (with the defi-
nition of free energy used here, this minimization of Gibbs
free energy is equivalent to a reduction of free energy to
zero). Understanding the factors that limit these dynamics
is related to how much chemical free energy was generated
in the first place. This free energy is generated by photosyn-
thesis. Hence, the question of how thermodynamics and op-
timality apply to ecosystems is related first and foremost to
how they constrain photosynthetic activity within the Earth
system. The generated free energy then sets the magnitude
of the dissipative dynamics of the biosphere.

In the following, I describe a primary limitation of photo-
synthetic activity of terrestrial ecosystems in which thermo-
dynamics does not constrain the conversion of light into car-
bohydrates in photosynthesis directly, but rather there is an
indirect limitation by gas exchange similar to how thermo-
dynamics constrains hydrologic cycling (based on Kleidon,
2021b). To do so, I first review basic energetic arguments
to evaluate the theoretical upper limit on photosynthetic ef-
ficiency from past literature. I then provide an explanation
for the much lower photosynthetic efficiency observed that
is based on gas exchange limitations and illustrate this inter-
pretation quantitatively with well-established numbers. The
question of how thermodynamic optimality applies to vege-
tation activity then translates into the question of how the gas
exchange limitation can be minimized. I provide examples of
such optimizations from past literature and relate them to the
interpretation given here.

The efficiency of photosynthesis in generating energy
from sunlight has been theoretically evaluated over the last
decades (Duysens, 1958; Radmer and Kok, 1977; Lands-
berg and Tonge, 1980) and by using observations (Monteith,
1972, 1977). The first step in photosynthesis takes place in
the photosystems, which use sunlight to split water and per-
form the work of charge separation (marked by circle (1) in
Fig. 13). This converts the radiative energy of solar photons
with 680 and 700 nm wavelengths into electric energy in the
form of electrons and protons. The photosystems require a
minimum of eight photons to derive the energy to fix one

Figure 13. Schematic diagram illustrating the thermodynamics of
the biosphere, the associated forms of disequilibrium, and the key
processes involved in converting solar radiation into free energy and
its dissipation into heat of high entropy. The numbered circles mark
places at which thermodynamic conversions and entropy production
takes place: (1) photosystems perform the work of charge separation
in the light-dependent reactions; (2) CO2 is taken up from the en-
vironment, requiring dissipative mixing as a transport mechanism;
(3) the Calvin cycle converts CO2 into carbohydrates in the dark re-
actions of photosynthesis using short-lived energy carriers; (4) the
metabolic activities of the producers and of the consumers dissipate
the chemical free energy in organic carbon and oxygen back into
heat, resulting in thermal entropy production. Overall, the activity
of the biosphere is reflected in a state of chemical disequilibrium in
the form of reduced organic carbon compounds and oxygen (right
box) in contrast to carbon dioxide and water (left box). Note that
in the process of taking up CO2, vegetation evaporates a substantial
amount of water much greater than what is needed by the chemical
conversion shown here.

molecule of carbon dioxide (known as the quantum yield ef-
ficiency, e.g. Emerson, 1958). These photons yield 14.4 eV
of energy, while it takes 13.6 eV to separate the electron from
the hydrogen atom. This first step in photosynthesis from ra-
diation to electric energy thus seems highly efficient since
most of the energy of the absorbed photons is transferred into
electric energy.

The next steps incorporate this electric energy into ATP
(adenosine triphosphate, a chemical energy carrier associated
with cell metabolism) and further into sugars via the Calvin
cycle (circles (2) and (3) in Fig. 13). The efficiency of the
whole conversion from light to carbohydrates can then be es-
timated from the ratio of chemical energy output in the form
of carbohydrates to radiative energy input by absorbed light.
Carbohydrates contain about 470 kJ molC−1 of energy, while
the photons supply an equivalent of about 1390 kJ molC−1

(using the Avogadro number to convert 14.4 eV to energy/-
mole). The ratio of energy output to input yields an efficiency
of 470 kJ / 1390 kJ= 34 %, which is about what can be seen
in the performance of photosynthesis in low light conditions
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(Hill and Rich, 1983). This would support the notion that
photosynthesis operates near its theoretical limit. Observa-
tions of terrestrial ecosystems, however, show a much lower
efficiency, with less than 3 % of the absorbed solar radiation
being converted by carbon uptake (Monteith, 1972, 1977).
Does this much lower efficiency observed in ecosystems im-
ply that their activity is not constrained by thermodynamics?

This apparent discrepancy in efficiency can be explained
by considering that the gas exchange of carbon dioxide and
water between the vegetative cover and the atmosphere limits
carbon uptake by terrestrial ecosystems and that this gas ex-
change is limited by thermodynamics (Kleidon, 2021b). To
bind the solar energy into carbohydrates, vegetation needs to
take up carbon dioxide from the atmosphere, and in doing
so, inevitably loses water. This gas exchange is well known.
It takes place through the stomata of the leaves of the canopy
that make up the vegetative cover and results in the evapora-
tion rate over vegetated land being dominated by the transpi-
ration of vegetation. This may seem to suggest that plants can
control and reduce their water loss through stomatal func-
tioning. However, when focusing at larger scales of terrestrial
ecosystems rather than individual plants, it is well known that
ecosystems have relatively little control over how much wa-
ter they evaporate because the vegetative cover only closes its
stomata when the availability of soil water becomes restrict-
ing. At the climatological scale, evaporation rates on land
are then primarily shaped by radiative conditions and water
availability set by precipitation. These two potentially limit-
ing factors then, for instance, define the Budyko framework
(Budyko, 1974) commonly used in hydrology (e.g. Milly,
1994; Koster and Suarez, 1999; Gerrits et al., 2009; Rod-
erick et al., 2014), which characterizes land evaporation as
being either energy or water limited. When evaporation is
not restricted by water availability, it is strongly thermody-
namically controlled process, as just described in Sect. 3.2.
Consequently, the gas exchange of water vapour is as well.
The ratio of the simultaneous exchanges of water vapour and
carbon dioxide, the water use efficiency, is relatively fixed
across ecosystems, with values between 2 and 4 g of carbon
uptake for 1 kg of water lost, as inferred from flux measure-
ments (Law et al., 2002) and derived from global datasets
(Kleidon, 2021b). This leads to the interpretation that ther-
modynamics does not constrain the energy conversions in-
volved in terrestrial photosynthesis directly but rather indi-
rectly by constraining the intensity of gas exchange through
the stomata.

When we combine the water use efficiency with the
factors that set the thermodynamic limit of evaporation, we
obtain an estimate of the efficiency by which photosynthesis
converts sunlight into carbohydrates. This efficiency is the
combination of diverse losses from the energy available
from the absorbed solar radiation: to start, about 50 % of
the absorbed solar radiation is partitioned into turbulent
heat fluxes at maximum power (Eq. 8), while the other
half is lost by the exchange of thermal radiation. Then,

about 70 % of the turbulent heat fluxes are represented by
the latent heat flux (Eq. 16 evaluated for the global mean
temperature of Ts = 15 ◦C), resulting in the evaporation rate
when the supply of water does not limit evaporation (as
shown in Sect. 3.2). We next need to convert the water use
efficiency into an energy equivalent value to translate an
energetic loss of water to an energetic gain of carbon. To
do so, we combine the median water use efficiency from
observations of 2 gC kgH2O−1 (Kleidon, 2021b) with the
energetic gain of 470 kJ of chemical energy for the 12 g of
carbon contained in sugar and the energetic loss of about
2.5 MJ of latent heat associated with the water loss of 1 kg.
This yields an energy equivalent of water use efficiency of
2 gC kgH2O−1

× 470 kJ 12 gC−1 / (2.5 MJ kgH2O−1)= 3.1 %.
Taken together, this yields an overall efficiency of 50 %
(maximum power partitioning)× 70 % (equilibrium parti-
tioning into latent heat)× 3.1 % (water use efficiency)= 1 %.

This estimate reproduces the low efficiency reported for
terrestrial ecosystems although there are clearly some uncer-
tainties associated with it. For instance, the partitioning into
latent heat increases with surface temperature (see Eq. 16),
while the water use efficiency shows some spread (first quan-
tile of 1.6 gC kgH2O−1 to third quantile of 2.6 gC kgH2O−1

in Kleidon, 2021b) and variation across biome type (Law
et al., 2002). A more detailed evaluation of the resulting
pattern of the efficiency of photosynthetic carbon uptake
(Fig. 14) resembles nevertheless the pattern inferred from
a more complex terrestrial carbon cycle model (Randerson
et al., 2017; Ott, 2020) quite closely. This implies that the
photosynthetic activity of terrestrial ecosystems indeed ap-
pears to be thermodynamically constrained, not directly by
the conversion of light into carbohydrates but rather by solar
radiation being the driving force for the gas exchange needed
to supply plants with carbon dioxide.

This interpretation of how thermodynamics limits the ac-
tivity of terrestrial ecosystems is consistent with established
notions in plant ecophysiology, such as the central role of
water use efficiency in ecosystem productivity and its re-
sponse to atmospheric concentrations of carbon dioxide (e.g.
Schimel et al., 2015). It provides novel insights because it
identifies a different relevant limitation on ecosystem pro-
ductivity. Typically, ecosystem productivity is viewed as be-
ing either light or water limited (Churkina and Running,
1998), and these limitations are formulated in semiempiri-
cal ways. When looked at it from thermodynamics, it shows
that light is not a limiting factor but rather the gas exchange
is, which in turn is driven by solar radiative heating. In other
words, the correlation in observations between light avail-
ability and productivity at the ecosystem scale does not orig-
inate from light limitation, but rather from a transport limita-
tion, which in turn is driven by absorption of sunlight. This
supports the well-established notion that the large-scale pat-
terns of terrestrial productivity are shaped by climate. What
this interpretation adds is that these patterns reflect the oper-
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Figure 14. (a) Thermodynamic efficiency of terrestrial carbon uptake by photosynthesis estimated using the thermodynamically constrained
gas exchange based on the evaporation estimate inferred from maximum power as shown in Fig. 12. (b) Comparison of the thermodynamic
efficiency to an estimate derived from the CASA biosphere model (Randerson et al., 2017; Ott, 2020). The linear regression among the two
estimates yields a correlation coefficient of r2

= 0.56 and a slope of m= 0.79. After Kleidon (2021b).

ation of photosynthetic carbon uptake at the limit indirectly
set by thermodynamics.

The interpretation given here is, however, quite different
than previous applications. Previous studies applied maxi-
mum power to ecosystems in a quite general way without
being explicit regarding how this is related to the environ-
ment (Lotka, 1922a, b; Odum and Pinkerton, 1955). Other
studies interpreted the greater absorption of solar radiation by
vegetated surfaces compared to bare ground as a direct man-
ifestation of ecosystems maximizing their entropy produc-
tion (e.g. Ulanowicz and Hannon, 1987; Schneider and Kay,
1994; Holdaway et al., 2010; Schymanski et al., 2010; del
Jesus et al., 2012). Here, again, the interpretation described
above does not contradict these more qualitative interpreta-
tions but offers a more differentiated picture. Life does not
simply enhance entropy production as this notion does not
provide a mechanism by which this should be achieved. Us-
ing gas exchange as the bottleneck to photosynthetic activ-
ity can provide such a mechanism. As this gas exchange is
driven primarily by the absorption of solar radiation, a lower
surface albedo can drive more buoyancy and be advantageous
in that it reduces the limitation imposed by gas exchange. So
there is a beneficial effect for photosynthetic carbon uptake
which allows for more biospheric activity. It also enhances
the entropy production by absorption of solar radiation, but
this in itself has no benefit for biospheric activity as it merely
increases thermalization. This more differentiated interpreta-
tion thus links thermodynamics and optimality of life closer
to the actual processes that are needed to sustain and enhance
the dissipative activity of the biosphere.

We can then interpret biotic effects on carbon uptake in
terms of thermodynamic optimality in that these would act
to enhance the free energy generation of the biosphere by
altering the gas exchange of water and carbon dioxide with
the atmosphere. One example of how this gas exchange can

be altered is the rooting depth of terrestrial vegetation. This
sets the depth to which soil water can be used to maintain
evaporation in dry periods where potential evaporation ex-
ceeds precipitation input (a limitation that was not explic-
itly considered in Sect. 3.2). Deeper roots allow for greater
seasonal water storage within the soil, allowing vegetation
to enhance productivity and evaporation during dry periods
(Nepstad et al., 1994; Kleidon and Heimann, 1998; Miguez-
Macho and Fan, 2012; Wang-Erlandsson et al., 2016; Klei-
don, 2023a). From a thermodynamic perspective, this corre-
sponds to maximizing the period of gas exchange and thus
photosynthetic activity when evaporation is thermodynami-
cally constrained rather than being constrained by water ac-
cessibility. Through greater soil water storage, terrestrial veg-
etation can enhance the productivity of the terrestrial bio-
sphere and thereby its power, by about 10 % (e.g. Kleidon,
2023a), with the effect being largest in the seasonal tropics.
These effects can then result in rainforest evaporation dur-
ing dry periods at rates solely set by thermodynamics that
compare very well with observations (Conte et al., 2019) and
consistent with the hydrologic outcome expected from the
Budyko framework.

Another example of altering gas exchange is stomatal
functioning, which affects how much carbon is taken up for
a given water loss. This interpretation is consistent with the
current theory of optimized stomatal functioning (Cowan and
Farquhar, 1977; Katul et al., 2009; Medlyn et al., 2011) that
assumes that stomata maximize photosynthetic carbon up-
take reduced by the carbon cost of water loss (Lin et al.,
2015). This optimized stomatal functioning is consistent with
observed ecophysiological behaviour. In terms of thermody-
namic optimality, this optimized functioning enhances the
carbon uptake and photosynthetic activity for a given water
loss set by thermodynamic or water availability constraints
described in Sect. 3.2 above; that is, it enhances the water use
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efficiency to some extent. What this does not imply, however,
is that vegetation maximizes carbon gain while minimizing
its water loss, as is sometimes incorrectly stated in the plant
ecophysiological literature. If water availability does not con-
strain evaporation, as in humid regions, ecosystems seem to
evaporate near their potential rate, as described above and
by the Budyko framework, yet aim to maximize their carbon
uptake by stomatal functioning while doing so.

This interpretation of thermodynamic optimality does not
contradict the notions that ecosystems maximize and alter
their environment and that they are dominated by thermo-
dynamic constraints. It rather implies that when they maxi-
mize their power associated with carbon uptake, they reach
the limit imposed indirectly by thermodynamics, thus mak-
ing the process predictable by thermodynamics and optimal-
ity and by the climatic constraints related to radiative condi-
tions and precipitation. This results in the emergent simplic-
ity in biogeography described in the introduction and sup-
ports classification approaches such as the Budyko frame-
work that are based on this simplicity.

To sum up, carbon uptake by terrestrial vegetation is an-
other example of an Earth system process that appears to re-
flect maximum power, but in an indirect way, similar to how
evaporation is indirectly constrained by maximum power.
The bottleneck appears to be the gas exchange between the
vegetated surface and the lower atmosphere. It is reflected in
the observed relatively uniform value of water use efficiency
across terrestrial ecosystems. This interpretation is consistent
with the common recognition of the importance of water use
efficiency for terrestrial ecosystems, and it can explain the
low efficiency of photosynthetic carbon uptake in observa-
tions. It provides a novel perspective in that it shows how inti-
mately related vegetation productivity is to land–atmosphere
exchange. Furthermore, it allows us to link vegetation activ-
ity to thermodynamic limits and it allows us to interpret opti-
mality in terms of means to enhance gas exchange to increase
the overall power generated by the terrestrial biosphere.

3.4 Putting things together

To quickly summarise these examples, let us place them back
into the thermodynamic view of the Earth system shown in
Fig. 2. Generating vertical and large-scale horizontal motion,
as described in Sects. 2.4 and 3.1, deals with heat engines that
convert differences in radiative heating into the free kinetic
energy associated with motion (shown at the top of Fig. 2).
The heat transported by motion reduces the temperature dif-
ference (shown by the dashed line on the right of Fig. 2), and
this interaction results in the maximum power limit of these
heat engines. The fluxes and temperatures that result from
this thermodynamic maximization compare very well with
observations at the climatological scale, providing support
that thermodynamics and optimality play a dominant role in
planetary functioning.

The other two examples, terrestrial evaporation (Sect. 3.2)
and carbon uptake by vegetation (Sect. 3.3), are shaped by
this thermodynamic limit associated with motion (the next
two inner shells shown in Fig. 2, entitled Cycling and Life).
For evaporation, it is the combination of the partitioning
of absorbed radiation into heating and moistening of near-
surface air with the maximum power limit of generating ver-
tical convective motion that sets the dominant constraint. For
carbon uptake of vegetation, the energy supply is not heat
but the direct use of sunlight (as shown by the yellow Photo-
synthesis box in Fig. 2). Yet, the magnitude is limited by the
gas exchange of carbon dioxide associated with buoyant mix-
ing between the canopy and the lower atmosphere. This con-
straint set by gas exchange can explain the low observed ther-
modynamic efficiency of photosynthesis of natural ecosys-
tems. These two examples thus demonstrate that their mag-
nitudes are constrained indirectly by thermodynamic limits
but not by the heat flux–temperature difference trade-off that
is at the centre of the maximum power limit for generating
motion. This emphasizes the importance of looking at the rel-
evant details of the processes involved in limiting planetary
processes and their connections to transport as they do not fit
into a generalized maximization template as suggested, for
instance, by the proposed MEP hypothesis.

4 Thermodynamics, optimality, and Earth system
science: synthesis and what is next?

The examples provided in the last section support the over-
arching view of how thermodynamics and optimality limit
the Earth system and shape its functioning. These examples
show that it is not that maximum power (or related thermo-
dynamic extremum principles, such as MEP) applies to each
and every Earth system process. There is no magical general
thermodynamic optimality approach. Yet, because maintain-
ing thermodynamic disequilibrium states of many Earth sys-
tem processes, such as hydrologic and biogeochemical cy-
cling, requires motion, maximizing power associated with
transport imprints this optimality on other Earth system pro-
cesses. In the following, I first discuss some of the limitations
and potential extensions of the approach, link previously sug-
gested optimality approaches to the view described here, and
describe a few of its applications to do simple physics-based
Earth system science and discuss its relevance.

4.1 Limitations and potential future extensions

There are, of course, several potential limitations of the for-
mulations described here. After all, these formulations are
kept as simple as possible, so there is ample space for fur-
ther improvement and refinement. In the following, I want to
briefly describe some of these limitations and how they could
affect the application of thermodynamic limits.

In the application of maximum power to atmospheric heat
engines and associated motion, using radiative temperatures
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as the cold temperature for the heat engines is optimistic as
it assumes that the emitted radiation to space is emitted at
maximum entropy. Outgoing longwave radiation, however,
is emitted as a mix from different levels of the lower at-
mosphere, so its entropy is below its maximum value. This
would then affect the outcome of the optimization, resulting
in less power and the fluxes shifting to lower values (Dhara
et al., 2016). In the example of large-scale atmospheric heat
transport, the conservation of angular momentum was not
considered, so the outcome of maximum power is indepen-
dent of the Earth’s rotation rate. This outcome has been criti-
cized by Goody (2007) in the context of the MEP hypothesis.
There have been a few attempts to include this constraint in
the maximization (Jupp and Cox, 2010), with the result that,
depending on the rotation rate, less power is generated and
less heat is transported. This line of reasoning is supported
by a set of climate model simulations in which the planetary
rotation rate was varied and the energetics of the resulting
atmospheric circulation was evaluated (Pascale et al., 2013).
Interpreted in terms of maximum power, what these studies
imply is that for certain cases of planetary rotation rate, an
atmosphere may not be able to reach the maximum power
limit due to angular momentum balance constraints. This,
however, does not invalidate the maximum power limit, but
rather emphasizes the importance of a further dynamical con-
straint. The inclusion of this additional constraint in the max-
imization of power should then result in a more appropriate
limit and associated estimates of the emergent climatological
characteristics.

Also, the diurnal cycle and seasonality result in heat stor-
age changes within the atmosphere that affect the Carnot
limit because they are associated with entropy changes
within the system. This affects the outcome of the maxi-
mization as well as the resulting power and fluxes (Kleidon
and Renner, 2018). Furthermore, the maximizations of power
of vertical and horizontal processes are not independent as
the resulting horizontal heat advection affects the boundary
conditions of the vertical heat engine, as recently shown by
Ghausi et al. (2023). While these points would certainly af-
fect the outcome of thermodynamic optimality, they are un-
likely to substantially alter the conclusion that these engines
operate near their limit because the agreement with observa-
tions is already rather good. The refinements described here
are likely to improve the comparison to observations.

Evaporation was then related to maximum power indi-
rectly by the transport limitation associated with generating
vertical convective motion from the local radiative forcing.
What this excludes is the contribution by moist convection,
that is, the generation of vertical motion due to condensa-
tional heating within the atmosphere, and the contribution
of mixing by surface friction from the large-scale circula-
tion. These effects could play a role at certain times and
in certain regions, for instance open water surfaces, where
heating is much weaker than over land. Yet, the agreement
with observation-based datasets is already very good, which

suggests that these contributions are comparatively minor,
at least on land, so evaporation is predominantly shaped by
the thermodynamic limit based on the local radiative forc-
ing. This has some interesting implications that can be ex-
plored in future research, such as the lack of a dependency
on the water vapour pressure deficit and wind speed (which
is, for instance, assumed in the Penman–Monteith equation,
Monteith, 1965). It may further help to improve the semi-
empirical stability functions in drag parameterizations in cli-
mate models, where surface–atmosphere exchange is pre-
dominantly shaped by the frictional dissipation of large-scale
wind fields.

Carbon uptake by vegetation was associated with the gen-
eration of vertical convective motion, so the thermodynamic
constraint applies indirectly, as in the case of evaporation
over land. What this interpretation did not explain yet is the
value of the water use efficiency that was derived from obser-
vations. In principle, it should be possible to derive this value
from this approach as well, but it would require a refined
representation of surface–atmosphere exchange. Specifically,
it would need to represent the temperature difference be-
tween the surface and the near-surface atmosphere as it is
this temperature difference that is related to buoyancy pro-
duction at the surface as well as to the exchanges of wa-
ter vapour and carbon dioxide. This would require further
research. It could be compared to the wealth of data avail-
able from eddy covariance measurements and could provide
a simple physics-based understanding of how this important
property would potentially change under different climates.
This would, however, not change the conclusion that ther-
modynamics and optimality apply mostly indirectly to vege-
tation activity through constraining gas exchange.

Overall, the conclusion that thermodynamics and optimal-
ity apply to natural Earth system processes predominantly in
the form of the maximum power limit from radiative heating
to generating motion, and that the resulting motion then pre-
dominantly shapes associated Earth system processes, would
remain unaffected.

4.2 Optimality in the context of the thermodynamic
Earth system

I next want to link this view of thermodynamics and opti-
mality with other previously suggested thermodynamic opti-
mality approaches. A diverse range of thermodynamic opti-
mality approaches have been suggested, focusing mainly on
either minimizing or maximizing entropy production, power
or dissipation. At first, it would seem that these contradict
each other. What I want to show in the following is that it
is mostly a matter of perspective and that the focus on work
being done and on the whole system helps to differentiate
between these.

We start by taking a look at the thermodynamic setting of
the whole Earth system, which is characterized by the plan-
etary entropy budget. This budget is almost entirely deter-
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mined by how much solar radiation is being absorbed be-
cause most of it is thermalized upon absorption, i.e. con-
verted into heat at the low prevailing temperatures of the
Earth system. The processes that we typically associate with
“dynamics”, such as motion, hydrologic cycling, and biotic
activity, contribute rather little to the planetary budget. If we
exclude potential effects of albedo changes due to clouds and
ice, this fixes the rate of absorption of solar radiation. This,
in turn, fixes the magnitude of energy conversions as well as
the total radiative entropy exchange by setting the radiative
temperature of the emitted radiation to space. This leads to an
almost fixed entropy exchange of the planet so that the over-
all entropy production by Earth system processes is also fixed
as long as the planetary albedo does not change (which can
also be seen in Fig. 10b). What this implies is that when one
process enhances its entropy production, this comes mostly
at the cost of another. In relation to optimization, this im-
plies that when one process maximizes entropy production,
the entropy production of other processes is minimized. It
is thus a matter of perspective regarding which process is be-
ing looked at whether something is minimized or maximized,
even if it sounds contradictory at first.

We next need to distinguish between processes that simply
dissipate and produce entropy from those that perform work,
generate free energy, generate a state of thermodynamic dis-
equilibrium, drive the dynamics of dissipative structures and
produce entropy when this free energy is dissipated (as de-
scribed in Sect. 2.2 and shown in Figs. 1 and 2 by the yel-
low boxes). When atmospheric processes operate at maxi-
mum power, they also maximize dissipation and associated
entropy production. This maximization comes at the expense
of reducing, or even minimizing, the entropy production by
radiative exchange, which does not involve work being done
and where no free energy is generated and dissipated. The
focus on work and the resulting generation of free energy is
thus a critical aspect to differentiate Earth system processes,
and it is these processes to which maximum power poten-
tially applies.

Optimality, however, not only applies to the conversion of
low-entropy solar radiation into free energy. Once free en-
ergy is generated from solar forcing, it can either be directly
dissipated or converted into another form of free energy be-
fore it is eventually dissipated (Fig. 15). This can result in
sequences of free energy conversions. To these sequences,
maximum power may also apply by maximizing the rate of
free energy transfer down the sequence. An example of such
a conversion chain in the climate system is the conversion
of a fraction of the kinetic energy of atmospheric motion
into wave energy at the ocean surface, with the other part of
the free energy lost by frictional dissipation within the near-
surface atmosphere. Wave energy is converted further into
the kinetic energy of the wind-driven ocean circulation, with
dissipative losses during the conversion. Maximum power in
this context does not involve entropy as it involves the maxi-
mized conversion of free energy into another form. Examples

Figure 15. Schematic diagram illustrating conversion sequences of
free energy in the Earth system and potential applications of maxi-
mum power. Once free energy is generated from an energy source
of low entropy, it can either be converted into another form of free
energy by performing work or dissipated back into heat of high en-
tropy. This can form a sequence of free energy conversions. Max-
imum power can also apply to these further conversions or to the
feedbacks that these processes have on the forcing of the generation
process. See text for examples of Earth system processes.

in the literature of such applications of maximum power are
the shaping of dunes by winds (Rubin and Hunter, 1987), the
physical limits of using wind energy as renewable energy at
large scales (Miller et al., 2011; Miller and Kleidon, 2016;
Kleidon, 2021a), and the mixing of freshwater in estuaries
(Zhang and Savenije, 2019). It may also apply to the feed-
backs that these sequences have on the forcing that would
enable a higher generation rate (shown by the dashed lines
in Fig. 15), for instance by altering the radiative forcing. It
remains to be seen how general the application of maximum
power in such free energy conversion sequences is, leaving
ample opportunities for future research.

We can apply this view of free energy conversion se-
quences to hydrology. A line of research applied “minimum
energy expenditure” to understand fractal river networks (Ri-
naldo et al., 1992; Rodriguez-Iturbe and Rinaldo, 1997). This
energy expenditure is essentially related to the minimization
of frictional dissipation within channel networks, similar to
how frictional dissipation is minimized in vascular networks
(West et al., 1999). This minimization fits into the picture
here when we look at the whole system (Kleidon et al., 2013)
and aim to understand the response of the whole catchment
(Savenije and Hrachowitz, 2017). Rainfall at a certain ele-
vation above sea level represents an input of free energy in
the form of potential energy, energy that was generated by
hydrologic cycling by a moist heat engine driven by conden-
sational heating within the atmosphere. The input of free po-
tential energy is converted into kinetic energy as water flows
downhill, which is dissipated due to friction with the Earth’s
surface. When fractal river networks then minimize the fric-
tional losses of water flow by the transition from sheet flow
to channel flow (reducing the wetted perimeter per trans-
ported volume), it implies that the kinetic energy of the wa-
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ter flow performs maximum work on maintaining the flow
and sustaining sediment transport. This represents one step
in a free energy conversion sequence, starting with an atmo-
spheric heat engine performing the work to lift water and
with the minimization of frictional dissipation being synony-
mous with the maximum power transfer to sediment trans-
port along this conversion sequence. Similarly, power plants
are engineered to minimize the internal loss by entropy pro-
duction, referred to as “entropy generation minimization” as
a design objective (Bejan, 1996, 1997).

Ecosystems, which also represent such free energy con-
version sequences, are fuelled by photosynthesis rather than
heat engines. Maximum power has been suggested to apply
to living organisms dating back to Lotka (1922a, b), with
extensions to ecosystem development (Odum and Pinkerton,
1955; Odum, 1988; Fath et al., 2001; Joergensen, 2001; Hall,
2004). In principle, these previous applications are consistent
with the view described here. There is nevertheless some-
what of a difference in terms of the focus. Here, the focus
is not on the ecosystem itself, that is, the conversion se-
quence after the free energy was generated from solar forc-
ing, but rather on the link with the Earth’s physical environ-
ment in which the free energy is being generated and how
it acts to constrain this generation. This results in an inter-
esting mismatch: while the constraint on biospheric activity
derived here results in a flux per unit surface area, ecosys-
tems operate with individual organisms. The missing link to
overcome this apparent mismatch is accomplished by self-
thinning laws, relationships that describe how the number of
organisms within a certain area changes with their respec-
tive size. In this context, Enquist et al. (1998) have provided
a simple physical explanation for such self-thinning laws
in tree communities given a resource constraint expressed
per unit area (the total flux of water through xylems of the
trees, which characterizes transpiration rate and carbon up-
take). This work directly connects the constraint described
here to the organism-based view of ecosystems. Subsequent
conversions of energy in food chains then represent the en-
ergy conversion sequences shown in Fig. 15. The maximum
power limit could potentially apply to each conversion step
from one trophic level to the next, and it would include po-
tential feedbacks from the effect of higher trophic levels on
the producers, for instance by enhanced nutrient cycling (e.g.
McNaughton, 1979; Vanni, 2002; Wolf et al., 2013; Buendia
et al., 2018) that would allow for higher productivity or by
changing the radiative forcing for the heat engines by chang-
ing greenhouse gas concentrations at geological timescales
(Schwartzman and Volk, 1989; Berner, 1997; Kasting and
Catling, 2003).

To conclude this discussion on thermodynamics and op-
timality within the Earth system, these examples show that
there is ample room for further applications of maximum
power and optimality to different aspects of Earth systems.
Most of these applications would not involve thermodynam-
ics directly because maximum power would apply to the fur-

ther conversion of free energy along energy conversion se-
quences. What I have described in the examples above, and
which is depicted in Fig. 2, is merely the first step of a full
description of these energy conversion sequences and their
effects on the Earth system. This first step focuses on the pro-
cesses that generate free energy from solar forcing and repre-
sent the beginning of free energy conversion sequences (yel-
low boxes in Fig. 2 and the leftmost box in Fig. 15). This first
step shows us that the overall dissipative dynamics of Earth
system processes are constrained and characterized very well
by the combination of thermodynamics and optimality, di-
rectly or indirectly, at a rather simple yet profound physical
level.

4.3 Applications to Earth system science

At the end, I want to briefly describe three examples of how
this thermodynamic Earth system approach can inform Earth
system science.

The first example is the controversial Gaia hypothesis of
Lovelock (1972a, b), which states that the Earth system with
life is a self-regulatory system exhibiting homeostatic be-
haviour at the global scale. While this may seem far-fetched,
Lovelock’s motivation came from the thermodynamics of life
as described by Lotka (1925) and Schrödinger (1944) and the
recognition that the Earth’s chemical disequilibrium within
the atmosphere is an imprint of life (Lovelock, 1965). In the
context of the thermodynamic Earth system view described
here, such a homeostatic outcome can be imagined as the
consequence of a biosphere that operates at its maximum
power limit and the resulting interactions with the physical
environment (Kleidon, 2023b). Section 3.3 showed that it
is the physical gas exchange that limits biotic productivity;
thus, maximum productivity is intimately linked to a maxi-
mum in the gas exchange rate. At larger spatial and temporal
scales, biotic productivity removes carbon dioxide from the
atmosphere, which alters its greenhouse effect. The green-
house effect, in turn, alters the radiative environment, which
in turn can affect the outcome of the maximum power limit
and thereby the intensity of gas exchange. This could, in
principle, result in an optimum state of the greenhouse forc-
ing that would allow for maximum productivity. Such maxi-
mization would then result in self-regulating behaviour, just
like how atmospheric convection apparently self-regulates to
maximize its power. As carbon dioxide is transformed by
photosynthesis into reduced carbohydrates (in the form of
biomass) and atmospheric oxygen, this state would also re-
flect the chemical disequilibrium of the Earth system. The
outcome would then be rather similar to the postulated be-
haviour of the Gaia hypothesis yet be the result of the thermo-
dynamic maximization associated with the biosphere and the
interactions with the abiotic environment (Kleidon, 2023b).
This would, however, require further evaluation.

The second example deals with more practical and quan-
titative applications to the Earth system response to global
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climate change. The maximum power limit has been applied
to back-of-the-envelope estimates of how the hydrologic cy-
cle responds to global warming and solar geoengineering
(Kleidon and Renner, 2013b), its transient response (Klei-
don et al., 2015), and to explain the land–ocean contrast in
climate sensitivity (Kleidon and Renner, 2017). In each ex-
ample, maximum power serves as a constraint that closes the
surface energy balance (as in Sect. 2.4), so analytical expres-
sions were derived for the responses. The outcomes closely
resemble the simulated responses of global climate models,
demonstrating that thermodynamics and optimality dominate
the response of the climate system to change. This should
help us to advance our physical understanding of the domi-
nant effects of global climate change that does not depend on
the highly complex and often incomprehensible numerical
simulation models. There are certainly many other aspects
of global climate change that could be evaluated from this
approach.

The last example is perhaps the most relevant in terms of
practical implications. Focusing on how much work differ-
ent processes in the Earth system can at best perform yields
estimates of different forms of free energy that could in prin-
ciple be used as renewable energy (Fig. 16). The different
means to generate free energy are shown in Figs. 1 and 2 by
the three yellow boxes, and they vastly differ in their effi-
ciencies. Atmospheric heat engines can only convert about
10 % (vertical) or 1 % (horizontal) of the total absorbed solar
radiation into kinetic energy and other forms derived from it
because most of the potential of solar radiation to generate
work is lost by thermalization. Photosynthesis operates with
a somewhat similar efficiency of 1 %–2 % in turning solar ra-
diation into chemical energy in the form of biomass because
of the limitation imposed by gas exchange that is driven by
the heat engines. Yet, photovoltaics has a theoretical effi-
ciency of above 70 % (Press, 1976; Landsberg and Tonge,
1979; Kleidon et al., 2016). This much-higher efficiency is
possible because photovoltaics avoids the thermalization of
solar radiation so it does not use heat like an atmospheric heat
engine, and it is not constrained by gas exchange like photo-
synthesis. Hence, photovoltaics has much greater potential to
yield renewable energy than all other forms of renewable en-
ergy combined. This important insight comes directly from
the application of thermodynamic limits in combination with
an Earth system view, as the latter can explain why other
forms of generating free energy are much less efficient than
photovoltaics.

These three examples illustrate that the combination of
thermodynamics, limits, connections, and interactions can
provide a range of different insights for Earth system sci-
ence. Clearly, there is ample space for future work. This does
not mean reinventing the wheel but rather a change in per-
spective. This perspective should focus on the work done and
the free energy being generated by Earth system processes,
where this free energy comes from, what it does, which fac-
tors constrain its generation, and what the consequences are.

This should allow us to gain a more robust physical under-
standing of Earth system processes as well as the role of in-
teractions. This would allow us to understand the emergent
simplicity of patterns and functioning in the Earth system
by attributing this simplicity not to the simplicity of the pro-
cesses involved but rather to the notion that the dynamics are
so complex and well tuned that these operate near or at the
thermodynamic limit. This understanding should then further
allow us to evaluate how Earth system processes evolve and
react to change, not in terms of the usual state variables such
as temperature but rather in terms of how the ability to per-
form work is affected and how the dissipative behaviour of
the associated processes is going to change. In the end, this
would imply that essentially all Earth system processes, from
the physical processes of the climate system to the various
activities in human societies, can be described by the same
formalisms and concepts, allowing us to identify limits and
generalities across the functioning of various Earth systems.

5 Conclusions

This review dealt with thermodynamic optimality ap-
proaches, aiming to provide a general and unifying view of
how these apply to and shape Earth system functioning. At
the core is the second law of thermodynamics. While every
process needs to obey this law, I showed that the relevant
constraint comes from its role in limiting how much work
can be derived from solar radiative forcing, generating free
energy of some form. The relevance of thermodynamics to
Earth system functioning thus boils down to its role in shap-
ing the conversion of sunlight into work.

There are basically three different processes that accom-
plish this work in the Earth system: (i) heat engines convert
differential heating and cooling into work, generating motion
and shaping the emergent characteristics of the climate sys-
tem; (ii) photosynthesis converts solar radiation directly into
chemical free energy before radiation would otherwise be
thermalized into heat, shaping the dynamics of the biosphere;
and (iii) photovoltaics converts solar radiation directly into
electricity, which has the potential to shape human societies
in the future. The derived work generates free energy, and the
dynamics within the associated systems convert this free en-
ergy in sequences into other forms before dissipating it back
into heat with high entropy.

Thermodynamics and optimality then constrain the inten-
sity of these energy conversion sequences by limiting the
conversion of sunlight into work. For heat engines, opti-
mality applies in terms of the maximum power limit. This
limit originates from the combination of the well-established
Carnot limit with the important effect of heat transport as-
sociated with motion, as this depletes the thermodynamic
driver for deriving work, that is, it diminishes the efficiency
term in the Carnot limit. This effect results in the maximum
power limit. The examples in Sect. 3 showed that this maxi-
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Figure 16. Schematic diagram illustrating how the three mechanisms illustrated by the yellow boxes in Figs. 1 and 2 generate free energy
that can be used as renewable energy (after Kleidon et al., 2016).

mum power limit can very well predict the magnitude of heat
transport in the climate system as well as the distribution of
surface temperatures. It then indirectly sets the magnitudes of
hydrologic cycling and carbon exchange of terrestrial vegeta-
tion because these two processes are limited by the transport
that the heat engines of the climate system generate. We can
thus understand the emergence of simple climatological pat-
terns as the reflection of atmospheric heat engines working
as hard as they can, with its implications manifesting them-
selves in the linkages to other processes and further down the
energy conversion sequences.

In conclusion, I hope that this thermodynamic Earth sys-
tem view provides a more differentiated view of the critical
role that thermodynamics and optimality play in shaping the
Earth system. Different, seemingly contradictory approaches
such as minimizing dissipation or maximizing power are not
in contradiction but are a matter of how processes fit into the
sequences of energy conversions once free energy is gener-
ated. This should provide ample opportunity for future re-
search and understanding. After all, it would seem indis-
putable that performing work is of central importance for
driving dynamics. It thus seems surprising that this focus on
work and the factors that limit it has so far essentially been
absent in Earth system science.

Appendix A: Derivation of the Carnot limit of a
dissipative heat engine

When the effect of dissipated heat is included in the deriva-
tion of the Carnot limit, we should first note that we define
the system such that we budget the thermal energy within the

system. In other words, the kinetic energy that results from
the work done by the heat engine is not considered as part of
the system.

With this definition of the heat engine system, we write the
first law of thermodynamics as

dU
dt
= Jin− Jout−G+D, (A1)

where U is the thermal energy of the system, Jin and Jout
are the heat fluxes in and out of the system, G is the power
of the heat engine that generates, for instance, free energy in
kinetic form, andD is the dissipation of the free energy back
into heat.

The entropy budget of the system is then expressed by

dS
dt
=
Jin

Tin
−
Jout

Tout
+

D

Tdiss
+ σ, (A2)

where S is the thermal entropy of the system, Jin/Tin and
Jout/Tout are the entropy fluxes in and out of the system (at
respective temperatures Tin and Tout), D/Tdiss is the entropy
production by the dissipation of free energy, characterized by
a temperature Tdiss, and σ represents entropy production by
unresolved processes.

To derive the Carnot limit, we first assume a steady-state
setting, so dU/dt = 0 and dS/dt = 0. This requires that Jin =

Jout andG=D (Eq. A1). We further assume the best case in
which σ = 0. BecauseG=D, we can obtain the limit to how
much free energy can at best be generated directly from the
entropy budget (Eq. A2) by solving it for D:

G=D = Jin · Tdiss ·
Tin− Tout

TinTout
. (A3)
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If we consider the case where the dissipation occurs at the
cold side of the heat engine, that is, Tdiss = Tout, then we
recover the Carnot limit in its original form (Eq. 4), with
Tin in the denominator. If we consider the other extreme
case, in which dissipation occurs at the warm side so that
Tdiss = Tin, then we obtain the Carnot limit of a dissipative
heat engine, with Tout in the denominator. Since Tout < Tin,
this limit yields somewhat more power, with the factor given
by Tin/Tout > 1. Note that this could yield efficiencies greater
than 1, which are unphysical. It thus requires carefully check-
ing the conditions of applicability before use.

Appendix B: Entropy budget estimation

The thermal entropy budget terms shown in Fig. 10b and d
and summarized in Table 1 are estimated as follows.

The entropy production by thermalization due to the ab-
sorption of solar radiation within the two boxes, σs,t and σs,p,
is estimated in terms of the thermal entropy production (i.e.
neglecting the expansion of the photon gas, which results in
the factor of 4/3 in expressions for radiative entropy produc-
tion, e.g. Lineweaver and Egan, 2008):

σs,t = Rs,t

(
1
Tsun
−

1
Ts,t

)
(B1)

and

σs,p = Rs,p

(
1
Tsun
−

1
Ts,p

)
, (B2)

with Tsun = 5760 K being the emission temperature of the
Sun.

The entropy production by longwave radiative exchange
and convective motion within each of the two boxes is es-
timated using the respective surface and radiative tempera-
tures:

σl,t = Rl(Ts,t)
(

1
Tr,t
−

1
Ts,t

)
(B3)

and

σl,p = Rl(Ts,p)
(

1
Tr,p
−

1
Ts,p

)
, (B4)

where Rl(T ) is given by Eq. (11).
Entropy production by frictional dissipation, σfric, is esti-

mated from the generated power by

σfric =
1
2
· J ·

(
1
Ts,p
−

1
Ts,t

)
=

1
2
· J ·

(
Ts,t− Ts,p

Ts,pTs,t

)
, (B5)

where the factor of 1/2 is included to account for heat be-
ing transported from one hemisphere to the other. Note that
this expression is equivalent to the generation of kinetic en-
ergy at the Carnot limit and its subsequent dissipation at Ts,p.

This expression is also equivalent to the thermal entropy pro-
duction of mixing heat with temperature Ts,t in the colder
reservoir Ts,p at a rate J .

The total thermal entropy production, σtotal, is then given
by the sum of these contributions:

σtotal =
1
2

(
σs,t+ σs,p+ σl,t+ σl,p

)
+ σfric. (B6)

The factor of 1/2 is included here again for averaging.

Appendix C: Estimating available potential energy

We can infer the available potential energy associated with
the maximum power limit and compare it to estimates of the
Lorenz energy cycle (LEC) from observations. To do so, we
consider the vertical stratification in the atmosphere to be in
hydrostatic equilibrium, an assumption similar to those made
in estimates of the LEC terms. This equilibrium is modulated
by air density, with a warmer atmospheric column having
a lower density, less pressure drop with height, and hence
greater potential energy. This potential energy Upe can then
be estimated by

Upe =

(
Raps

g

)
· T , (C1)

with ps/g being the overall mass of the atmosphere per unit
area and with ps being surface air pressure, g the gravita-
tional acceleration, and Ra the gas constant for air.

The temperature difference described by the two-box
model (see Eq. 12) thus also describes a difference in po-
tential energy,1Upe = Upe(Ts,t)−Upe(Ts,p). This difference,
compared to the global mean, is shown in Fig. 10f. With no
heat transport, the temperature difference is largest, and so
is the difference in 1Upe. With increasing heat transport and
a lower temperature difference, this difference in 1Upe de-
clines as well.

However, only a fraction represented at best by the Carnot
efficiency is available for conversion of 1Upe into available
potential energy, A, equivalent to the conversion of the heat
flux into kinetic energy. We thus get for A the following ex-
pression (Kleidon, 2021a):

A=
1
2
·

(
Raps

g

)
·
(
Ts,t− Ts,p

)
·
Ts,t− Ts,p

Ts,t
. (C2)

Appendix D: Power and buoyancy production

A correspondence of maximum power associated with the
sensible heat flux with maximum buoyancy production can
directly be obtained when considering the buoyancy flux.
This flux is commonly written as ρw′θ ′, with ρ being the air
density (which is often left out in the notation for the TKE
budget, e.g. in the textbook of Stull, 1989), w′ the variation
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in the vertical wind component, and θ ′ the variation in poten-
tial temperature. The buoyancy production term in the TKE
budget, Gb, is then

Gb =
g

θ
· ρw′θ ′, (D1)

where g is the gravitational acceleration and θ is the mean
potential temperature of the boundary layer.

This buoyancy production term can be linked to maximum
power by first integrating it over the height of the bound-
ary layer, zb, to get the total buoyancy production in units
of W m−2 to make it comparable to the power derived from
the Carnot limit. The height of the boundary layer can be ex-
pressed by the temperature difference between the surface
and the top of the boundary layer using the dry adiabatic
lapse rate, 0 = cp/g, so zb = cp/g ·1T , with 1T being the
temperature difference between the surface and the top of the
boundary layer.

The total buoyancy production term,Gb,total then becomes

Gb,total =
1
2
· cpρw

′θ ′ ·
1T

θ
(D2)

or

Gb,total =
1
2
·H ·

1T

Ts
, (D3)

where H is the sensible heat flux expressed as

H = cpρw
′θ ′. (D4)

The factor of 1/2 comes from the approximately linear de-
crease of the buoyancy flux with height, and Ts is the approx-
imation for the potential temperature θ of the boundary layer.

In other words, the total buoyancy production term has the
form of a thermodynamic Carnot limit of a heat engine driven
by the sensible heat flux, with the temperature difference be-
tween the surface and the top of the boundary layer being the
driving difference. The maximization of power would have
the same outcome as described in Sect. 2.4, except for the
additional factor of 1/2, which would reduce the power but
not the outcome of the optimum heat flux or temperature dif-
ference.

Data availability. No data sets were used in this article.

Competing interests. The author is a member of the editorial
board of Earth System Dynamics. The peer-review process was
guided by an independent editor, and the author also has no other
competing interests to declare.

Disclaimer. Publisher’s note: Copernicus Publications remains
neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

Acknowledgements. The author would like to thank Anke
Hildebrandt for encouragement to write the paper and Sarosh
Alam Ghausi, Jonathan Minz, Yinglin Tian, and Vanessa Wein-
berger for constructive comments. The author thanks one anony-
mous reviewer, Remi Tailleux, and Jonas Nycander for their con-
structive and critical reviews, Vinod Gaur, Davor Juretic, and Hu-
bert Savenije for additional discussions and comments, and the edi-
tor Gabriele Messori for comments. The author acknowledges fund-
ing through the ViTamins project of the VW foundation.

Financial support. The article processing charges for this
open-access publication were covered by the Max Planck Society.

Review statement. This paper was edited by Gabriele Messori
and reviewed by Jonas Nycander, Remi Tailleux, and one anony-
mous referee.

References

Adler, R., Wang, J.-J., Sapiano, M., Huffman, G., Chiu, L., Xie, P.,
Ferraro, R., Schneider, U., Becker, A., Bolvin, D., Nelkin, E.,
and Gu, G.: NOAA CDR Program, Global Precipitation Clima-
tology Project (GPCP) Climate Data Record (CDR), Version 2.3
(Monthly), Tech. Rep., National Centers for Environmental In-
formation, https://doi.org/10.7289/V56971M6, 2016.

Aoki, I.: Entropy productions on the Earth and other planets of the
solar system, J. Phys. Soc. Japan, 52, 1075–1078, 1983.

Arya, S. P.: Introduction to Micrometeorology, Academic Press, San
Diego, CA, ISBN 978-0-12-059354-5, 1998.

Atkins, P. and de Paula, J.: Physical chemistry, Oxford Univ. Press,
9th edition edn., ISBN 9780198847816, 2010.

Bejan, A.: Entropy generation minimization: The new thermody-
namics of finite-size devices and finite-time processes, J. Appl.
Phys., 79, 1191–1218, 1996.

Bejan, A.: Advanced Engineering Thermodynamics, Wiley, New
York, ISBN 9780471148807, 1997.

Bejan, A.: Fundamentals of exergy analysis, entropy generation
minimization, and the generation of flow architecture, Int. J. En-
ergy Res., 26, 545–565, 2002.

Berner, R. A.: The rise of plants and their effect on weathering and
atmospheric CO2, Science, 276, 544–546, 1997.

Bister, M. and Emanuel, K. A.: Dissipative heating and hurricane
intensity, Meteorol. Atmos. Phys., 65, 233–240, 1998.

Boltzmann, L.: Der zweite Hauptsatz der mechanischen Wärmethe-
orie, Almanach der kaiserlichen Akademie der Wissenschaften,
36, 225–259, 1886.

Bruers, S.: A discussion on maximum entropy production and in-
formation theory, J. Phys. A, 40, 7441–7450, 2007.

Budyko, M. I.: The Effect of Solar Radiation Variations on the Cli-
mate of the Earth, Tellus, 21, 611–619, 1969.

Budyko, M. I.: Climate and life. Translated from the original
Russian edition, Academic Press, New York, ISBN 978-0-12-
139450-9, 1974.

Buendía, C., Kleidon, A., Manzoni, S., Reu, B., and Porporato,
A.: Evaluating the effect of nutrient redistribution by animals on

https://doi.org/10.5194/esd-14-861-2023 Earth Syst. Dynam., 14, 861–896, 2023

https://doi.org/10.7289/V56971M6


892 A. Kleidon: Working at the limit

the phosphorus cycle of lowland Amazonia, Biogeosciences, 15,
279–295, https://doi.org/10.5194/bg-15-279-2018, 2018.

Chapman, E. J., Childers, D. L., and Vallino, J. J.: How
the Second Law of Thermodynamics Has Informed Ecosys-
tem Ecology through Its History, Bioscience, 66, 27–39,
https://doi.org/10.1093/biosci/biv166, 2016.

Churkina, G. and Running, S. W.: Contrasting climatic controls on
the estimated productivity of global terrestrial biomes, Ecosys-
tems, 1, 206–215, https://doi.org/10.1007/s100219900016, 1998.

Conte, L., Renner, M., Brando, P., dos Santos, C. O., Silve-
rio, D., Kolle, O., Trumbore, S. E., and Kleidon, A.: Ef-
fects of Tropical Deforestation on Surface Energy Balance
Partitioning in Southeastern Amazonia Estimated From Maxi-
mum Convective Power, Geophys. Res. Lett., 46, 4396–4403,
https://doi.org/10.1029/2018GL081625, 2019.

Cowan, I. R. and Farquhar, G. D.: Stomatal functioning in relation
to leaf metabolism and environment, in: Integration of activity in
the higher plants, edited by Jennings, D. H., Cambridge Univer-
sity Press, Cambridge, UK, 471–505, 1977.

Curzon, F. L. and Ahlborn, B.: Efficiency of a Carnot engine at max-
imum power output, Am. J. Phys., 43, 22–24, 1975.

de Bruin, H. A. R., Trigo, I. F., Bosveld, F. C., and Meirink, J. F.: A
Thermodynamically Based Model for Actual Evapotranspiration
of an Extensive Grass Field Close to FAO Reference, Suitable for
Remote Sensing Application, J. Hydrometeorol., 17, 1373–1382,
https://doi.org/10.1175/JHM-D-15-0006.1, 2016.

del Jesus, M., Foti, R., Rinaldo, A., and Rodriguez-Iturbe, I.: Maxi-
mum entropy production, carbon assimilation, and the spatial or-
ganization of vegetation in river basins, P. Natl. Acad. Sci. USA,
109, 20837–20841, https://doi.org/10.1073/pnas.1218636109,
2012.

Dewar, R. C.: Information theory explanation of the fluctuation the-
orem, Maximum Entropy Production, and self-organized critical-
ity in non-equilibrium stationary states, J. Phys. A, 36, 631–641,
2003.

Dewar, R. C.: Maximum Entropy Production and non-equilibrium
statistical mechanics, in: Non-Equilibrium Thermodynamics and
the Production of Entropy: Life, Earth, and Beyond, edited: by
Kleidon, A. and Lorenz, R. D., Springer Verlag, Heidelberg, Ger-
many, 2005a.

Dewar, R. C.: Maximum entropy production and the fluctuation
theorem, J. Phys. A, 38, 371–381, https://doi.org/10.1088/0305-
4470/38/21/L01, 2005b.

Dhara, C., Renner, M., and Kleidon, A.: Broad climatological varia-
tion of surface energy balance partitioning across land and ocean
predicted from the maximum power limit, Geophys. Res. Lett.,
43, 7686–7693, https://doi.org/10.1002/2016GL070323, 2016.

Duysens, L. N. M.: The Path of Light Energy in Photosynthesis, in:
Brookhaven Symposia in Biology 1: The Photochemical Appa-
ratus, Its Structure & Function, Brookhaven Natl. Lab., Upton,
N.Y., USA, 10–25, 1958.

Dyke, J. G., Gans, F., and Kleidon, A.: Towards understanding
how surface life can affect interior geological processes: a non-
equilibrium thermodynamics approach, Earth Syst. Dynam., 2,
139–160, https://doi.org/10.5194/esd-2-139-2011, 2011.

Emanuel, K. A.: Thermodynamic control of hurricane intensity, Na-
ture, 401, 665–669, 1999.

Emerson, R.: The quantum yield of photosyn-
thesis, Annu. Rev. Plant. Physiol., 9, 1–24,
https://doi.org/10.1146/annurev.pp.09.060158.000245, 1958.

Enquist, B. J., Brown, J. H., and West, G. B.: Allometric scaling of
plant energetics and population density, Nature, 395, 163–165,
1998.

Essex, C.: Minimum entropy production in the steady state and ra-
diative transfer, Astrophys. J., 285, 279–293, 1984.

Fath, B. D., Patten, B. C., and Choi, J. S.: Complementarity
of Ecological Goal Functions, J. Theor. Biol., 208, 493–506,
https://doi.org/10.1006/jtbi.2000.2234, 2001.

Frank, A., Kleidon, A., and Alberti, M.: Earth as a Hy-
brid Planet: The Anthropocene in an Evolutionary
Astrobiological Context, Anthropocene, 19, 13–21,
https://doi.org/10.1016/j.ancene.2017.08.002, 2017.

Gerrits, A. M. J., Savenije, H. H. G., Veling, E. J. M., and Pfister, L.:
Analytical derivation of the Budyko curve based on rainfall char-
acteristics and a simple evaporation model, Water Resour. Res.,
45, W04403, https://doi.org/10.1029/2008WR007308, 2009.

Ghausi, S. A., Tian, Y., Zehe, E., and Kleidon, A.: Radiative con-
trols by clouds and thermodynamics shape surface temperatures
and turbulent fluxes over land, P. Natl. Acad. Sci. USA, 120,
e2220400120, https://doi.org/10.1073/pnas.2220400120, 2023.

Goody, R.: Sources and sinks of climate entropy, Q. J. R. Meteorol.
Soc., 126, 1953–1970, 2000.

Goody, R.: Maximum Entropy Production in climate theory, J. At-
mos. Sci., 64, 2735–2739, 2007.

Grinstein, G. and Linsker, R.: Comments on a derivation and appli-
cation of the ’Maximum Entropy Production’ principle., J. Phys.
A, 40, 9717–9720, 2007.

Hall, C. A. S.: The continuing importance of maximum power, Ecol.
Mod., 178, 107–113, 2004.

Held, I. M.: The gap between simulation and understanding in
climate modeling, B. Am. Meteorol. Soc., 86, 1609–1614,
https://doi.org/10.1175/BAMS-86-11-1609, 2005.

Held, I. M. and Soden, B. J.: Robust responses of the hydrological
cycle to global warming, J. Climate, 19, 5686–5699, 2006.

Herrmann, W. A.: Quantifying global exergy resources, Energy, 31,
1685–1702, 2006.

Hill, R. and Rich, P. R.: A physical interpretation for the natural
photosynthetic process, P. Natl. Acad. Sci. USA, 80, 978–982,
1983.

Holdaway, R. J., Sparrow, A. D., and Coomes, D.: Trends in entropy
production during ecosystem development in the Amazon basin,
Philos. T. Roy. Soc. B, 365, 1437–1447, 2010.

Holdridge, L. R.: Determination of world plant formations from
simple climatic data, Science, 105, 367–368, 1947.

Joergensen, S. E.: Toward a Consistent Pattern of Ecosystem The-
ories, Sci. World, 1, 71–75, https://doi.org/10.1100/tsw.2001.15,
2001.

Jupp, T. E. and Cox, P. M.: MEP and planetary climates: insights
from a two-box climate model containing atmospheric dynamics,
Philos. T. Roy. Soc. B, 365, 1355–1365, 2010.

Kabelac, S.: Thermodynamik der Strahlung, Vieweg, Braunschweig
and Wiesbaden, ISBN 978-3-663-12474-0, 1994.

Kasting, J. F. and Catling, D.: Evolution of a habitable planet, Annu.
Rev. Astron. Astrophys., 41, 429–463, 2003.

Kato, S., Rose, F. G., Rutan, D. A., Thorsen, T. J., Loeb,
N. G., Doelling, D. R., Huang, X., Smith, W. L., Su, W.,

Earth Syst. Dynam., 14, 861–896, 2023 https://doi.org/10.5194/esd-14-861-2023

https://doi.org/10.5194/bg-15-279-2018
https://doi.org/10.1093/biosci/biv166
https://doi.org/10.1007/s100219900016
https://doi.org/10.1029/2018GL081625
https://doi.org/10.1175/JHM-D-15-0006.1
https://doi.org/10.1073/pnas.1218636109
https://doi.org/10.1088/0305-4470/38/21/L01
https://doi.org/10.1088/0305-4470/38/21/L01
https://doi.org/10.1002/2016GL070323
https://doi.org/10.5194/esd-2-139-2011
https://doi.org/10.1146/annurev.pp.09.060158.000245
https://doi.org/10.1006/jtbi.2000.2234
https://doi.org/10.1016/j.ancene.2017.08.002
https://doi.org/10.1029/2008WR007308
https://doi.org/10.1073/pnas.2220400120
https://doi.org/10.1175/BAMS-86-11-1609
https://doi.org/10.1100/tsw.2001.15


A. Kleidon: Working at the limit 893

and Ham, S.-H.: Surface Irradiances of Edition 4.0 Clouds and
the Earth’s Radiant Energy System (CERES) Energy Balanced
and Filled (EBAF) Data Product, J. Climate, 31, 4501–4527,
https://doi.org/10.1175/JCLI-D-17-0523.1, 2018.

Katul, G. G., Palmroth, S., and Oren, R.: Leaf stomatal responses
to vapour pressure deficit under current and CO2-enriched
atmosphere explained by the economics of gas exchange,
Plant Cell Env., 32, 968–979, https://doi.org/10.1111/j.1365-
3040.2009.01977.x, 2009.

Kleidon, A.: Beyond Gaia: Thermodynamics of life and Earth sys-
tem functioning, Clim. Ch., 66, 271–319, 2004.

Kleidon, A.: Life, Hierarchy, and the Thermodynamic Machinery
of Planet Earth, Phys. Life Rev., 7, 424–460, 2010.

Kleidon, A.: How does the Earth system generate and maintain ther-
modynamic disequilibrium and what does it imply for the future
of the planet?, Philos. T. Roy. Soc. A, 370, 1012–1040, 2012.

Kleidon, A.: Thermodynamic foundations of the
Earth system, Cambridge University Press,
https://doi.org/10.1017/CBO9781139342742, 2016.

Kleidon, A.: Physical limits of wind energy within the atmo-
sphere and its use as renewable energy: From the theoreti-
cal basis to practical implications, Meteorol. Z., 30, 203–225,
https://doi.org/10.1127/metz/2021/1062, 2021a.

Kleidon, A.: What limits photosynthesis? Identifying the ther-
modynamic constraints of the terrestrial biosphere within
the Earth system, BBA Bioenergetics, 1862, 148303,
https://doi.org/10.1016/j.bbabio.2020.148303, 2021b.

Kleidon, A.: Sustaining the terrestrial biosphere in the Anthro-
pocene: a thermodynamic Earth system perspective, Ecol-
ogy, Economy and Society – the INSEE Journal, 6, 53–80,
https://doi.org/10.37773/ees.v6i1.915, 2023a.

Kleidon, A.: Understanding the Earth as a Whole System:
From the Gaia Hypothesis to Thermodynamic Optimality
and Human Societies, in: Kosmos. Vom Umgang mit der
Welt zwischen Ausdruck und Ordnung, edited by: König,
P. and Schlaudt, O., Heidelberg Univ. Press, 417–446,
https://doi.org/10.17885/heiup.857.c15266, 2023b.

Kleidon, A. and Heimann, M.: A method of determining rooting
depth from a terrestrial biosphere model and its impacts on the
global water- and carbon cycle, Global Change Biol., 4, 275–286,
1998.

Kleidon, A. and Renner, M.: Thermodynamic limits of hydro-
logic cycling within the Earth system: concepts, estimates
and implications, Hydrol. Earth Syst. Sci., 17, 2873–2892,
https://doi.org/10.5194/hess-17-2873-2013, 2013. a.

Kleidon, A. and Renner, M.: A simple explanation for the sensi-
tivity of the hydrologic cycle to surface temperature and solar
radiation and its implications for global climate change, Earth
Syst. Dynam., 4, 455–465, https://doi.org/10.5194/esd-4-455-
2013, 2013b.

Kleidon, A. and Renner, M.: An explanation for the differ-
ent climate sensitivities of land and ocean surfaces based
on the diurnal cycle, Earth Syst. Dynam., 8, 849–864,
https://doi.org/10.5194/esd-8-849-2017, 2017.

Kleidon, A. and Renner, M.: Diurnal land surface energy bal-
ance partitioning estimated from the thermodynamic limit
of a cold heat engine, Earth Syst. Dynam., 9, 1127–1140,
https://doi.org/10.5194/esd-9-1127-2018, 2018.

Kleidon, A. and Schymanski, S.: Thermodynamics and optimality
of the water budget on land: A review, Geophys. Res. Lett., 35,
L20404, https://doi.org/10.1029/2008GL035393, 2008.

Kleidon, A., Fraedrich, K., Kunz, T., and Lunkeit, F.:
The atmospheric circulation and states of maximum
entropy production, Geophys. Res. Lett., 30, 2223,
https://doi.org/10.1029/2003GL018363, 2003.

Kleidon, A., Fraedrich, K., Kirk, E., and Lunkeit, F.: Maximum En-
tropy Production and the Strength of Boundary Layer Exchange
in an Atmospheric General Circulation Model, Geophys. Res.
Lett., 33, L06706, https://doi.org/10.1029/2005GL025373, 2006.

Kleidon, A., Zehe, E., Ehret, U., and Scherer, U.: Thermodynam-
ics, maximum power, and the dynamics of preferential river flow
structures at the continental scale, Hydrol. Earth Syst. Sci., 17,
225–251, https://doi.org/10.5194/hess-17-225-2013, 2013.

Kleidon, A., Renner, M., and Porada, P.: Estimates of the climato-
logical land surface energy and water balance derived from maxi-
mum convective power, Hydrol. Earth Syst. Sci., 18, 2201–2218,
https://doi.org/10.5194/hess-18-2201-2014, 2014.

Kleidon, A., Kravitz, B., and Renner, M.: The hydrological sensi-
tivity to global warming and solar geoengineering derived from
thermodynamic constraints, Geophys. Res. Lett., 42, 138–144,
https://doi.org/10.1002/2014GL062589, 2015.

Kleidon, A., Miller, L., and Gans, F.: Physical limits of solar energy
conversion in the Earth system, Top. Curr. Chem., 371, 1–22,
2016.

Koeppen, W.: Versuch einer Klassifikation der Klimate,
vorzugsweise nach ihren Beziehungen zur Pflanzenwelt,
Geogr. Z., 6, 593–611, https://www.jstor.org/stable/27803924
(last access: 23 August 2023), 1900.

Koll, D. D. B. and Cronin, T. W.: Earth’s outgoing longwave ra-
diation linear due to H2O greenhouse effect, P. Natl. Acad. Sci.
USA, 115, 10293–10298, 2018.

Kondepudi, D. and Prigogine, I.: Modern thermodynamics – from
heat engines to dissipative structures, Wiley, Chichester, ISBN
978-0471973942, 1998.

Koster, R. D. and Suarez, M. J.: A Simple Framework for Examin-
ing the Interannual Variability of Land Surface Moisture Fluxes,
J. Climate, 12, 1911–1917, 1999.

Laliberte, F., Zika, J., Mudryk, L., Kushner, P. J., Kjellsson, J.,
and Döös, K.: Constrained work output of the moist atmo-
spheric heat engine in a warming climate, Science, 347, 540–543,
https://doi.org/10.1126/science.1257103, 2015.

Landsberg, P. T. and Tonge, G.: Thermodynamics of the conversion
of diluted radiation, J. Phys. A, 12, 551–562, 1979.

Landsberg, P. T. and Tonge, G.: Thermodynamic energy conversion
efficiencies, J. Appl. Phys., 51, R1–R20, 1980.

Law, B. E., Falge, E., Gu, L., Baldocchi, D. D., Bakwin, P.,
Berbigier, P., Davis, K., Dolman, A. J., Falk, M., Fuentes, J. D.,
Goldstein, A., Granier, A., Grelle, A., Hollinger, D., Janssens,
I. A., Jarvis, P., Jensen, N. O., Katul, G., Malhi, Y., Matteucci,
G., Meyers, T., Monson, R., Munger, W., Oechel, W., Olson, R.,
Pilegaard, K., U, K. T. P., Thorgeirsson, H., Valentini, R., Ver-
man, S., Vesala, T., Wilson, K., and Wofsy, S.: Environmental
controls over carbon dioxide and water vapor exchange of terres-
trial vegetation, Agr. For. Meteor., 113, 97–120, 2002.

Lembo, V., Lunkeit, F., and Lucarini, V.: TheDiaTo (v1.0) –
a new diagnostic tool for water, energy and entropy bud-

https://doi.org/10.5194/esd-14-861-2023 Earth Syst. Dynam., 14, 861–896, 2023

https://doi.org/10.1175/JCLI-D-17-0523.1
https://doi.org/10.1111/j.1365-3040.2009.01977.x
https://doi.org/10.1111/j.1365-3040.2009.01977.x
https://doi.org/10.1017/CBO9781139342742
https://doi.org/10.1127/metz/2021/1062
https://doi.org/10.1016/j.bbabio.2020.148303
https://doi.org/10.37773/ees.v6i1.915
https://doi.org/10.17885/heiup.857.c15266
https://doi.org/10.5194/hess-17-2873-2013
https://doi.org/10.5194/esd-4-455-2013
https://doi.org/10.5194/esd-4-455-2013
https://doi.org/10.5194/esd-8-849-2017
https://doi.org/10.5194/esd-9-1127-2018
https://doi.org/10.1029/2008GL035393
https://doi.org/10.1029/2003GL018363
https://doi.org/10.1029/2005GL025373
https://doi.org/10.5194/hess-17-225-2013
https://doi.org/10.5194/hess-18-2201-2014
https://doi.org/10.1002/2014GL062589
https://www.jstor.org/stable/27803924
https://doi.org/10.1126/science.1257103


894 A. Kleidon: Working at the limit

gets in climate models, Geosci. Model Dev., 12, 3805–3834,
https://doi.org/10.5194/gmd-12-3805-2019, 2019.

Li, G., Harrison, S. P., Bartlein, P. J., Izumi, K., and Prentice, I. C.:
Precipitation scaling with temperature in warm and cold cli-
mates: An analysis of CMIP5 simulations, Geophys. Res. Lett.,
40, 4018–4024, https://doi.org/10.1002/grl.50730, 2013.

Li, J., Chylek, P., and Lesins, G. B.: entropy in climate models, 1.
Vertical structure of atmospheric entropy production, J. Atmos.
Sci., 51, 1691–1701, 1994.

Li, L., Ingersoll, A. P., Jiang, X., Feldman, D., and Yung,
Y. L.: Lorenz energy cycle of the global atmosphere based
on reanalysis datasets, Geophys. Res. Lett., 34, L16813,
https://doi.org/10.1029/2007GL029985, 2007.

Lin, H.: Linking principles of soil formation
and flow regimes, J. Hydrol., 393, 3–19,
https://doi.org/10.1016/j.jhydrol.2010.02.013, 2010.

Lin, Y.-S., Medlyn, B. E., Duursma, R. A., Prentice, I. C., Wang,
H., Baig, S., Eamus, D., de Dios, V. R., Mitchell, P., Ellsworth,
D. S., de Beeck, M. O., Wallin, G., Uddling, J., Tarvainen,
L., Linderson, M.-L., Cernusak, L. A., Nippert, J. B., Ochel-
tree, T. W., Tissue, D. T., Martin-StPaul, N. K., Rogers, A.,
Warren, J. M., De Angelis, P., Hikosaka, K., Han, Q., Onoda,
Y., Gimeno, T. E., Barton, C. V. M., Bennie, J., Bonal, D.,
Bosc, A., Löw, M., Macinins-Ng, C., Rey, A., Rowland, L., Set-
terfield, S. A., Tausz-Posch, S., Zaragoza-Castells, J., Broad-
meadow, M. S. J., Drake, J. E., Freeman, M., Ghannoum, O.,
Hutley, L. B., Kelly, J. W., Kikuzawa, K., Kolari, P., Koyama,
K., Limousin, J.-M., Meir, P., Lola da Costa, A. C., Mikkelsen,
T. N., Salinas, N., Sun, W., and Wingate, L.: Optimal stomatal
behaviour around the world, Nat. Clim. Change, 5, 459–464,
https://doi.org/10.1038/nclimate2550, 2015.

Lineweaver, C. H. and Egan, C. A.: Life, gravity and the second law
of thermodynamics, Phys. Life Rev., 5, 225–242, 2008.

Loeb, N. G., Doelling, D. R., Wang, H., Su, W., Nguyen, C.,
Corbett, J. G., Liang, L., Mitrescu, C., Rose, F. G., and
Kato, S.: Clouds and the Earth’s Radiant Energy System
(CERES) Energy Balanced and Filled (EBAF) Top-of- Atmo-
sphere (TOA) Edition 4.0 Data Product, J. Climate, 31, 895–918,
https://doi.org/10.1175/JCLI-D-17-0208.1, 2018.

Lorenz, E. N.: Available potential energy and the maintenance of
the general circulation, Tellus, 7, 157–167, 1955.

Lorenz, E. N.: Generation of available potential energy and the in-
tensity of the general circulation, in: Dynamics of Climate, edited
by: Pfeffer, R. C., 86–92, Pergamon Press, Oxford, UK, ISBN
978-1-4831-9890-3, 1960.

Lorenz, E. N.: The Nature and Theory of the General Circula-
tion of the Atmosphere, WMO, Geneva, https://library.wmo.int/
doc_num.php?explnum_id=10889 (last access: 23 August 2023),
1967.

Lorenz, R. D., Lunine, J. I., Withers, P. G., and McKay, C. P.: Titan,
Mars and Earth: Entropy production by latitudinal heat transport,
Geophys. Res. Lett., 28, 415–418, 2001.

Lotka, A. J.: Contribution to the Energetics of Evolution, P. Natl.
Acad. Sci. USA, 8, 147–151, 1922a.

Lotka, A. J.: Natural Selection as a Physical Principle, P. Natl. Acad.
Sci. USA, 8, 151–154, 1922b.

Lotka, A. J.: Elements of physical biology, Williams and
Wilkins, Baltimore, USA, https://archive.org/details/

elementsofphysic017171mbp/mode/2up (last access: 23 August
2023), 1925.

Lovelock, J. E.: A Physical Basis for Life Detection Experiments,
Nature, 207, 568–570, 1965.

Lovelock, J. E.: Gaia as Seen Through the Atmosphere, Atmos. En-
viron., 6, 579–580, 1972a.

Lovelock, J. E.: Gaia: A New Look at Life on Earth, Oxford Uni-
versity Press, Oxford, UK, ISBN 9780198784883, 1972b.

Lucarini, V., Blender, R., Herbert, C., Ragone, F., Pascale, S., and
Wouters, J.: Mathematical and physical ideas for climate science,
Rev. Geophys., 52, 809–859, 2014.

Margules, M.: Über die Energie der Stürme, Jahrb. Zentralanst. Me-
teorol., 40, 1–26, 1905.

Martens, B., Miralles, D. G., Lievens, H., van der Schalie, R., de
Jeu, R. A. M., Fernández-Prieto, D., Beck, H. E., Dorigo, W. A.,
and Verhoest, N. E. C.: GLEAM v3: satellite-based land evapora-
tion and root-zone soil moisture, Geosci. Model Dev., 10, 1903–
1925, https://doi.org/10.5194/gmd-10-1903-2017, 2017.

McNaughton, S. J.: Grazing as an optimization process: grass-
ungulate relationships in the Serengeti, Am. Nat., 113, 691–703,
1979.

Medlyn, B. E., Duursma, R. A., Eamus, D., Ellsworth, D. S., Pren-
tice, I. C., Barton, C. V. M., Crous, K. Y., de Angelis, P., Free-
mand, M., and Wingate, L.: Reconciling the optimal and em-
pirical approaches to modelling stomatal conductance, Global
Change Biol., 17, 2134–2144, https://doi.org/10.1111/j.1365-
2486.2010.02375.x, 2011.

Miguez-Macho, G. and Fan, Y.: The role of groundwater in
the Amazon water cycle: 2. Influence on seasonal soil mois-
ture and evapotranspiration, J. Geophys. Res., 117, D15114,
https://doi.org/10.1029/2012JD017540, 2012.

Miller, L. M. and Kleidon, A.: Wind speed reductions by large-scale
wind turbine deployments lower turbine efficiencies and set low
generation limits, P. Natl. Acad. Sci. USA, 113, 13570–13575,
https://doi.org/10.1073/pnas.1602253113, 2016.

Miller, L. M., Gans, F., and Kleidon, A.: Estimating maxi-
mum global land surface wind power extractability and as-
sociated climatic consequences, Earth Syst. Dynam., 2, 1–12,
https://doi.org/10.5194/esd-2-1-2011, 2011.

Milly, P. C. D.: Climate, soil water storage, and the average annual
water balance, Water Resour. Res., 30, 2143–2156, 1994.

Miralles, D. G., Holmes, T. R. H., De Jeu, R. A. M., Gash, J. H.,
Meesters, A. G. C. A., and Dolman, A. J.: Global land-surface
evaporation estimated from satellite-based observations, Hydrol.
Earth Syst. Sci., 15, 453–469, https://doi.org/10.5194/hess-15-
453-2011, 2011.

Monteith, J. L.: Light distribution and photosynthesis in field crops,
Ann. Bot., 29, 17–37, 1965.

Monteith, J. L.: Solar radiation and productivity in tropical ecosys-
tems, J. Appl. Ecol., 9, 747–766, 1972.

Monteith, J. L.: Climate and the efficiency of crop production in
Britain, Philos. T. Roy. Soc. B, 281, 277–294, 1977.

Nepstad, D. C., de Carvalho, C. R., Davidson, E. A., Jipp, P. H.,
Lefebvre, P. A., Negreiros, H. G., da Silva, E. D., Stone, T. A.,
Trumbore, S. E., and Vieira, S.: The role of deep roots in the
hydrological and carbon cycles of Amazon forests and pastures,
Nature, 372, 666–669, 1994.

Nielsen, S. N., Müller, F., Marques, J. C., Bastianoni, S., and Joer-
gensen, S. E.: Thermodynamics in Ecology – An Introductory

Earth Syst. Dynam., 14, 861–896, 2023 https://doi.org/10.5194/esd-14-861-2023

https://doi.org/10.5194/gmd-12-3805-2019
https://doi.org/10.1002/grl.50730
https://doi.org/10.1029/2007GL029985
https://doi.org/10.1016/j.jhydrol.2010.02.013
https://doi.org/10.1038/nclimate2550
https://doi.org/10.1175/JCLI-D-17-0208.1
https://library.wmo.int/doc_num.php?explnum_id=10889
https://library.wmo.int/doc_num.php?explnum_id=10889
https://archive.org/details/elementsofphysic017171mbp/mode/2up
https://archive.org/details/elementsofphysic017171mbp/mode/2up
https://doi.org/10.5194/gmd-10-1903-2017
https://doi.org/10.1111/j.1365-2486.2010.02375.x
https://doi.org/10.1111/j.1365-2486.2010.02375.x
https://doi.org/10.1029/2012JD017540
https://doi.org/10.1073/pnas.1602253113
https://doi.org/10.5194/esd-2-1-2011
https://doi.org/10.5194/hess-15-453-2011
https://doi.org/10.5194/hess-15-453-2011


A. Kleidon: Working at the limit 895

Review, Entropy, 22, 820, https://doi.org/10.3390/e22080820,
2020.

Odum, H. T.: Self-organization, transformity, and information, Sci-
ence, 242, 1132–1139, 1988.

Odum, H. T. and Pinkerton, R. C.: Time’s speed regulator: the opti-
mum efficiency for maximum power output in physical and bio-
logical systems, Am. Sci., 43, 331–343, 1955.

Ott, L.: GEOS-Carb CASA-GFED 3-Hourly Ecosystem
Exchange Fluxes 0.5 Degree x 0.625 Degree, Tech.
Rep., Goddard Earth Sciences Data and Information
Services Center (GES DISC), Greenbelt, MD, USA,
https://doi.org/10.5067/VQPRALE26L20, 2020.

Ozawa, H., Ohmura, A., Lorenz, R. D., and Pujol, T.: The second
law of thermodynamics and the global climate system – A review
of the Maximum Entropy Production principle, Rev. Geophys.,
41, 1018, https://doi.org/10.1029/2002RG000113, 2003.

Paltridge, G. W.: Global dynamics and climate – a system of mini-
mum entropy exchange, Q. J. Roy. Meteorol. Soc., 101, 475–484,
1975.

Paltridge, G. W.: Climate and thermodynamic systems of maximum
dissipation, Nature, 279, 630–631, 1979.

Pascale, S., Gregory, J. M., Ambaum, M. H. P., Tailleux, R., and Lu-
carini, V.: Vertical and horizontal processes in the global atmo-
sphere and the maximum entropy production conjecture, Earth
Syst. Dynam., 3, 19–32, https://doi.org/10.5194/esd-3-19-2012,
2012.

Pascale, S., Ragone, F., Lucarini, V., Wang, Y., and Boschi, R.:
Nonequilibrium thermodynamics of circulation regimes in opti-
cally thin, dry atmospheres, Planet. Space Sci., 84, 48–65, 2013.

Pauluis, O. and Held, I. M.: Entropy budget of an atmosphere in ra-
diative convective equilibrium. Part I: Maximum work and fric-
tional dissipation, J. Atmos. Sci., 59, 126–139, 2002a.

Pauluis, O. and Held, I. M.: Entropy budget of an atmosphere in ra-
diative convective equilibrium. Part II: Latent heat transport and
moist processes, J. Atmos. Sci., 59, 140–149, 2002b.

Peixoto, J. P. and Oort, A. H.: Physics of Climate, American Insti-
tute of Physics, New York, NY, https://doi.org/978-0-88318-712-
8, 1992.

Peixoto, J. P., Oort, A. H., de Almeida, M., and Tome, A.: Entropy
budget of the atmosphere, J. Geophys. Res., 96, 10981–10988,
1991.

Penman, H. L.: Natural evaporation from open water, bare soil, and
grass, P. R. Soc. London A, 193, 120–146, 1948.

Petela, R.: Exergy of heat radiation, J. Heat Transfer, 86, 187–192,
1964.

Porada, P., Kleidon, A., and Schymanski, S. J.: Entropy produc-
tion of soil hydrological processes and its maximisation, Earth
Syst. Dynam., 2, 179–190, https://doi.org/10.5194/esd-2-179-
2011, 2011.

Prentice, I. C., Cramer, W., Harrison, S. P., Leemans, R., Monserud,
R. A., and Solomon, A. M.: A global biome model based on plant
physiology and dominance, soil properties and climate, J. Bio-
geography, 19, 117–134, 1992.

Press, W. H.: Theoretical maximum for energy from direct and dif-
fuse sunlight, Nature, 264, 734–735, 1976.

Priestley, C. H. B. and Taylor, R. J.: On the assessment of surface
heat flux and evaporation using large-scale parameters, Mon.
Weather Rev., 100, 81–92, 1972.

Prigogine, I.: Introduction to Thermodynamics of Irreversible Pro-
cesses, Thournes, Chicago, 1955.

Radmer, R. and Kok, B.: Photosynthesis: limited yields, unlimited
dreams, Bioscience, 27, 599–605, 1977.

Randerson, J., van der Werf, G., Giglio, L., Collatz, G., and
Kasibhatla, P.: Global Fire Emissions Database, Version 4.1
(GFEDv4), Tech. Rep., ORNL DAAC, Oak Ridge, Tennessee,
USA, https://doi.org/10.3334/ORNLDAAC/1293, 2017.

Rant, Z.: Exergie, ein neues Wort für “technische
Arbeitsfähigkeit”, Forsch. Ing.-Wes., 22, 36–37,
https://doi.org/10.1007/BF02592661, 1956.

Raymond, D. J.: Sources and sinks of entropy in the at-
mosphere, J. Adv. Model. Earth Syst., 5, 755–763,
https://doi.org/10.1002/jame.20050, 2013.

Renno, N. O. and Ingersoll, A. P.: Natural convection as a heat en-
gine: A theory for CAPE, J. Atmos. Sci., 53, 572–585, 1996.

Rinaldo, A., Rodriguez-Iturbe, I., Rigon, R., Bras, R. L., Ijjasz-
Vasquez, E., and Marani, A.: Minimum energy and fractal struc-
tures of drainage networks, Water Resour. Res., 28, 2183–2195,
1992.

Rinaldo, A., Maritan, A., Colaiori, F., Flammini, A., Rigon, R.,
Rodriguez-Iturbe, I., and Banavar, J. R.: Thermodynamics of
fractal networks, Phys. Rev. Lett., 76, 3364–3367, 1996.

Roderick, M. L., Sun, F., Lim, W. H., and Farquhar, G. D.: A general
framework for understanding the response of the water cycle to
global warming over land and ocean, Hydrol. Earth Syst. Sci., 18,
1575–1589, https://doi.org/10.5194/hess-18-1575-2014, 2014.

Rodriguez-Iturbe, I. and Rinaldo, A.: Fractal River Basins: Chance
and Self-Organization, Cambridge University Press, Cambridge,
UK, ISBN 9780521004053, 1997.

Rosen, M. A. and Scott, D. S.: Entropy production and exergy de-
struction: Part I – hierarchy of Earth’s major constituencies, Int.
J. Hydrog. Energ., 28, 1307–1313, 2003.

Rubin, D. M. and Hunter, R. E.: Bedform alignment in directionally
varying flows, Science, 237, 276–278, 1987.

Savenije, H. H. G. and Hrachowitz, M.: HESS Opinions “Catch-
ments as meta-organisms – a new blueprint for hydrolog-
ical modelling”, Hydrol. Earth Syst. Sci., 21, 1107–1116,
https://doi.org/10.5194/hess-21-1107-2017, 2017.

Schimel, D., Stephens, B. B., and Fisher, J. B.: Effect of increasing
CO2 on the terrestrial carbon cycle, P. Natl. Acad. Sci. USA, 112,
436–441, https://doi.org/10.1073/pnas.1407302112, 2015.

Schmidt, W.: Strahlung und Verdunstung an freien Wasserflächen;
ein Beitrag zum Wärmehaushalt des Weltmeeres und zum
Wasserhaushalt der Erde, Ann. d. Hydrogr. Maritimen Meteorol.,
43, 111–178, 1915.

Schneider, E. D. and Kay, J. J.: Life as a manifestation of the sec-
ond law of thermodynamics, Math. Comput. Model., 19, 25–48,
1994.

Schrödinger, E.: What is Life? The physical aspect of the
living cell, Cambridge University Press, Cambridge, UK,
https://doi.org/10.1017/CBO9781139644129, 1944.

Schwartzman, D. W. and Volk, T.: Biotic enhancement of weather-
ing and the habitability of Earth, Nature, 340, 457–460, 1989.

Schymanski, S. J., Kleidon, A., Stieglitz, M., and Narula, J.: Max-
imum entropy production allows a simple representation of het-
erogeneity in semiarid ecosystems, Philos. T. Roy. Soc. B, 365,
1449–1455, https://doi.org/10.1098/rstb.2009.0309, 2010.

https://doi.org/10.5194/esd-14-861-2023 Earth Syst. Dynam., 14, 861–896, 2023

https://doi.org/10.3390/e22080820
https://doi.org/10.5067/VQPRALE26L20
https://doi.org/10.1029/2002RG000113
https://doi.org/10.5194/esd-3-19-2012
https://doi.org/978-0-88318-712-8
https://doi.org/978-0-88318-712-8
https://doi.org/10.5194/esd-2-179-2011
https://doi.org/10.5194/esd-2-179-2011
https://doi.org/10.3334/ORNLDAAC/1293
https://doi.org/10.1007/BF02592661
https://doi.org/10.1002/jame.20050
https://doi.org/10.5194/hess-18-1575-2014
https://doi.org/10.5194/hess-21-1107-2017
https://doi.org/10.1073/pnas.1407302112
https://doi.org/10.1017/CBO9781139644129
https://doi.org/10.1098/rstb.2009.0309


896 A. Kleidon: Working at the limit

Singh, M. S. and O’Neill, M. E.: The climate system and
the second law of thermodynamics, Rev. Mod. Phys., 94,
https://doi.org/10.1103/RevModPhys.94.015001, 2022.

Slayter, R. O. and McIlroy, I. C.: Practical Micrometeorology,
CSIRO, Melbourne, Australia, 310 pp., 1961.

Stull, R. B.: An introduction to boundary layer meteorology, Kluwer
Academic Press, Boston, USA, ISBN 9027727686, 1989.

Tailleux, R.: Entropy versus APE production: On the buoyancy in-
put in the oceans energy cycle, Geophys. Res. Lett., 37, L22603,
https://doi.org/10.1029/2010GL044962, 2010.

Tailleux, R.: Available Potential Energy and exergy in stratified flu-
ids, Annu. Rev. Fluid Mech., 45, 35–58, 2013.

Takahashi, K.: Radiative constraints on the hydrological cycle in an
idealized radiative-convective equilibrium model, J. Atmos. Sci.,
66, 77–91, 2009.

Tu, Z., Yang, Y., and Roderick, M. L.: Testing a maximum evap-
oration theory over saturated land: implications for potential
evaporation estimation, Hydrol. Earth Syst. Sci., 26, 1745–1754,
https://doi.org/10.5194/hess-26-1745-2022, 2022.

Ulanowicz, R. E. and Hannon, B. M.: Life and the production of
entropy, Proc. R. Soc. Lond. B, 232, 181–192, 1987.

Vallino, J. J. and Algar, C. K.: The thermodynamics of ma-
rine biogeochemical cycles: Lotka revisited, Annu. Rev.
Mar. Sci., 8, 333–356, https://doi.org/10.1146/annurev-marine-
010814-015843, 2016.

Vanni, M. J.: Nutrient cycling by animals in freshwater ecosystems,
Annu. Rev. Ecol. Syst., 33, 341–370, 2002.

Volk, T. and Pauluis, O.: It is not the entropy you produce, rather,
how you produce it, Philos. T. Roy. Soc. B, 365, 1317–1322,
2010.

von Humboldt, A.: Kosmos. Entwurf einer physischen Weltan-
schauung, J. G Cotta, Stuttgart, https://www.deutschestextarchiv.
de/book/show/humboldt_kosmos02_1847 (last access: 23 Au-
gust 2023), 1845.

Wang, J. and Bras, R. L.: A model of evapotranspiration based on
the theory of maximum entropy production, Water Resour. Res.,
47, W03521, https://doi.org/10.1029/2010WR009392, 2011.

Wang, J., Salvucci, G. D., and Bras, R. L.: An extremum principle
of evaporation, Water Resour. Res., 40, 2004.

Wang, J., Bras, R. L., Lerdau, M., and Salvucci, G. D.: A
maximum hypothesis of transpiration, J. Geophys. Res., 112,
https://doi.org/10.1029/2006JG000255, 2007.

Wang-Erlandsson, L., Bastiaanssen, W. G. M., Gao, H., Jägermeyr,
J., Senay, G. B., van Dijk, A. I. J. M., Guerschman, J. P., Keys,
P. W., Gordon, L. J., and Savenije, H. H. G.: Global root zone
storage capacity from satellite-based evaporation, Hydrol. Earth
Syst. Sci., 20, 1459–1481, https://doi.org/10.5194/hess-20-1459-
2016, 2016.

West, G. B., Brown, J. H., and Enquist, B. J.: A general model for
the origin of allometric scaling laws in biology, Science, 276,
122–126, 1997.

West, G. B., Brown, J. H., and Enquist, B. J.: A general model for
the structure and allometry of plant vascular systems, Nature,
400, 664–667, 1999.

Whittaker, R. H.: Classification of natural communities, Bot. Rev.,
28, 1–239, 1962.

Wolf, A., Doughty, C. E., and Malhi, Y.: Lateral Diffusion of Nutri-
ents by Mammalian Herbivores in Terrestrial Ecosystems, PLOS
ONE, 8, e71352, https://doi.org/10.1371/journal.pone.0071352,
2013.

Wu, W. and Liu, Y.: Radiation entropy flux and entropy pro-
duction of the Earth system, Rev. Geophys., 48, RG2003,
https://doi.org/10.1029/2008RG000275, 2010.

Yang, Y. and Roderick, M. L.: Radiation, surface temperature and
evaporation over wet surfaces, Q. J. R. Meteorol. Soc., 145,
1118–1129, https://doi.org/10.1002/qj.3481, 2019.

Zehe, E., Ehret, U., Blume, T., Kleidon, A., Scherer, U., and West-
hoff, M.: A thermodynamic approach to link self-organization,
preferential flow and rainfall–runoff behaviour, Hydrol. Earth
Syst. Sci., 17, 4297–4322, https://doi.org/10.5194/hess-17-4297-
2013, 2013.

Zhang, Z. and Savenije, H.: Maximum power of saline and fresh
water mixing in estuaries, Earth Syst. Dynam., 10, 667–684,
https://doi.org/10.5194/esd-10-667-2019, 2019.

Earth Syst. Dynam., 14, 861–896, 2023 https://doi.org/10.5194/esd-14-861-2023

https://doi.org/10.1103/RevModPhys.94.015001
https://doi.org/10.1029/2010GL044962
https://doi.org/10.5194/hess-26-1745-2022
https://doi.org/10.1146/annurev-marine-010814-015843
https://doi.org/10.1146/annurev-marine-010814-015843
https://www.deutschestextarchiv.de/book/show/humboldt_kosmos02_1847
https://www.deutschestextarchiv.de/book/show/humboldt_kosmos02_1847
https://doi.org/10.1029/2010WR009392
https://doi.org/10.1029/2006JG000255
https://doi.org/10.5194/hess-20-1459-2016
https://doi.org/10.5194/hess-20-1459-2016
https://doi.org/10.1371/journal.pone.0071352
https://doi.org/10.1029/2008RG000275
https://doi.org/10.1002/qj.3481
https://doi.org/10.5194/hess-17-4297-2013
https://doi.org/10.5194/hess-17-4297-2013
https://doi.org/10.5194/esd-10-667-2019

	Abstract
	Introduction
	Thermodynamics and Earth system functioning: what is missing?
	Three forms of entropy
	From energy to free energy
	Limits on generating free energy
	Interacting boundary conditions and the maximum power limit
	Evolution to maximum power
	Putting things together

	Thermodynamic optimality and maximization: how does it apply to Earth system processes?
	Poleward heat transport and the large-scale atmospheric circulation
	Evaporation and hydrologic cycling
	Photosynthesis and terrestrial ecosystems
	Putting things together

	Thermodynamics, optimality, and Earth system science: synthesis and what is next?
	Limitations and potential future extensions
	Optimality in the context of the thermodynamic Earth system
	Applications to Earth system science

	Conclusions
	Appendix A: Derivation of the Carnot limit of a dissipative heat engine
	Appendix B: Entropy budget estimation
	Appendix C: Estimating available potential energy
	Appendix D: Power and buoyancy production
	Data availability
	Competing interests
	Disclaimer
	Acknowledgements
	Financial support
	Review statement
	References

